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Vanity of vanities, saith the Preacher, vanity of vanities; all is vanity.

(Ecclesiastes 1:2)





1. Introduction

1.1 Matter
“In the beginning God created the heaven and the earth.” (Gen 1:1) [1]
With the act of creation, matter was brought into existence. It is exactly the
material world that is the subject of the natural sciences. Mankind has ever
wondered about the rich abundance and variety of phenomena observed in
the world. And humans have used the ability of the conscious mind to ob-
serve, relate, abstract, model and manipulate, even to shape the material
world to their own liking and advantage.

Ideas about the composition of the material world already existed in An-
tiquity. The Greek had various ideas about matter: some philosophers be-
lieved it consisted of the four elements (e.g. Aristotle), while other philosoph-
ical schools (e.g. Democrites) upheld a theory of atoms, indivisible building
blocks of the natural world. In the course of time the natural philosophical
method of observations leading to quantifiable theories and testing of theo-
retical predictions by measurement, of which Roger Bacon [2] can be seen as
a founder, has come to prevail as a source of obtaining scientific knowledge
about the world.

Early chemists like Lavoisier [3] and Mendeleev [4] composed tables of
chemical elements that seemed to have the same chemical properties. The
ordering of Mendeleev was especially successful in predicting the character
of “missing” elements. Already earlier Dalton had proposed an atomic theory
with which chemical reaction ratios could be explained. Through these ex-
periments the idea that matter indeed exists of “indivisible” particles, atoms,
was established around 1900.

Some questions however remained to be answered, like those about how
charges were distributed in atoms. Through further experiments by, among
others, Thomson [5] and Rutherford [6] various of the proposed atomic mod-
els could be excluded, leading to the idea that atoms consisted of a positively
charged core with negatively charged electrons bound to the core through
electrical forces. Charge seemed to be quantised (Millikan [7, 8]) and it was
proposed that particles, like the electron, could behave like waves (de Broglie
[9,10]). In 1913 Bohr proposed the idea that electrons in the atom have quan-
tised energies [11] now coined the old quantum theory. Around the 1930 the
new quantum mechanics of Schrödinger [12] had explained many observa-
tions that previous theories could not explain satisfactorily.

The new quantum theory became the basis for more advanced field theo-
ries. Atoms were found to exist of protons (Rutherford [13]), neutrons (Chad-
wick [14]) and electrons, which themselves can exist of yetmore fundamental
particles like quarks, leptons and gluons. The current standing field theory
of particles, the so called standard model [15], has been very successful in ex-
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plaining the latest experiments in the field of high-energy physics [16,17]. Al-
though many physical observations can be explained by the standard model,
it is far from a complete theory of physics, because for example it does not
include gravitation. Physicists therefore continue their search for amoreuni-
fied theory.

1.2 Light
“And God said, Let there be light: and there was light.” (Gen 1:3) [1]
This biblical passage has been restated by Roy J. Glauber as “let there be quan-
tum electrodynamics” [18]. Light is of vital importance to mankind. Not only
does it allow us to see whereas darkness veils our eyes. Light allows for plant
growth and as such agriculture, providing food formankind. Light is a source
of energy, both direct, for example as heat radiation, and indirect via wind
or fossil fuels, used for industrial activity ever since early human societies
exist [19]. Our voyage of discovery of creation would not be possible without
light.

Already in antiquity people have tried to unravel the mysteries of light
[20, 21]. The Greek already proposed the idea of light travelling in straight
lines with which the workings of mirrors of various sorts could be explained.
As early as Ptolemaeus the notion of index of refraction was present, and the
apparent and true positions of stars were discussed. Further developments of
the optical theories via Ibn al-Haitham (Alhazen) [22] reached Europe and the
early renaissance scientists like Roger Bacon took knowledge of them. Know-
ledge about the making of lenses and a more and more refined mathematical
description of optics lead to the discovery and refinement of the telescope
(Zacharias Jansen) and microscope (Antonie van Leeuwenhoek). These in-
struments allowed for far reaching discoveries in the solar system and in the
microbiological world.

Sir Isaac Newton and Christian Huygens, two contemporaries, held very
different views on optical phenomena. Newton favoured a theory of light
corpuscles. Huygens on the contrary first proposed the idea that light can
travel as spherical waves and that these waves, by interference, can account
for various observed phenomena. The classical theory of light comes to it’s
greatest height in the field theory of Maxwell [23]. However, Maxwell’s the-
ory can not fully describe the radiation spectrumemitted by a so called “black
body” of a given temperature. In order to explain the black body spectrum,
Max Planck [24] had to assume that light exists of discrete energy packets
where the energy relates to the wavelength of the light “quanta”, an assump-
tion established by Einstein [25, 26].

The quantum revolution and the testing of these quantum theories of
light, consequently lead to the development of the modern field theories.
Around 1948 the quantised field theories had resulted in the theory of quan-
tumelectrodynamics (QED), a relativistic quantised theory of the electromag-
netic field and it’s interactions with matter, by Tomonaga, Schwinger and
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Feynman [27]. This theory is known today as one of the best tested phys-
ical theories. It describes electrical interactions so well that it has yet to be
disproved.

The quantum-optical description of the light-matter interaction required
to describe spontaneous emission and amplified radiation [28,29] also lead to
the development of the maser and the laser. Over time the stability and ac-
curacy of the radiated light frequencies became better controllable. Lasers
could be optically locked to narrow absorption resonances in molecular gas-
ses, such as CO2 [30], methane [31] and acetylene [32]. Other options for laser
frequency stabilisation are locking to etalons [33], for example by the Pound-
Drever-Hall [34] locking method. Continuous wave lasers locked to highly
stable resonators based on ultra-high reflectionmirrors are nowmainstream
and can reach a fractional frequency stability better than 10−15 in one sec-
ond [35].

One more crucial development in laser physics took place that plays an
important role in the usability of highly stable lasers for the highest accur-
acy optical frequency measurements. The development of the titanium sap-
phire mode-locked laser and the discovery that it can be used as a frequency
comb laser [36, 37]. Many of the properties of these mode-locked lasers were
already known, but the practical implementation as a frequency comb laser
was hampered by the fact that the combs frequency offset from zero, also
called carrier-envelope offset frequency, could not be determined yet.

The offset frequency from zero of frequency combs can only bemeasured
by beating the sum frequencies (via “frequency doubling”) of the low optical
frequencies with the high optical frequencies of the mode-locked laser. It
took however until around 1999 before the spectrum from a mode-locked
laser could be made to span more than an octave of frequencies in a fully co-
herent way [36,37]. This became technically possible by means of non-linear
optical interactions in the small core of photonic crystal fibres [38, 39].

Since this time a frequency comb laser is an asset that cannot be missed
in a serious optical metrology lab. Frequency comb lasers are now avail-
able at variouswavelength ranges (Ti:Sapphire (500-1000 nm), Er3+-fibre (500-
2000 nm), Yb3+-fibre (1030 nm centre wavelength) Th3+-fibre ( 2000 nm centre
wavelength) and include both solid-state and fibre based lasers.

1.3 Time
“Let there be lights in the firmament of the heaven to divide the day from the night;
and let them be for signs, and for seasons, and for days, and years:” (Gen 1:14) [1]
During thehistory ofmankind, the constellation of stars andmovement of the
planets and asteroids visible by eye, have been observed and used in various
calendar systems. It is well known that among others the Egyptians [40–42],
Hebrews [43, 44], Assyrians [45], Babylonians [45, 46], Persians [47, 48], Indi-
ans [49], Chinese [50–53], Inca [54], Aztec [55], Mayans [56, 57], Celts [58–61],
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and Greek [62] have all used calendars of some sort based on the positions of
the sun, moon and stars.

In general the first clocks, devices that keep timewithin a day, are thought
to be sundials and water clocks, of which the existence dates back to at least
1500 BC [63, 64]. Such clocks are accurate enough to keep reasonable track
of time within a day, for example to determine working hours. At least from
the early 1300’s on, knowledge about building mechanical clocks existed in
Italy [63]. Christiaan Huygens was the first to use the isochronous movement
of the pendulum to improve the accuracy of the clocks [65].

The most accurate pendulum clock, designed and built around 1921, is
almost certainly the (Shortt-)Synchronome free pendulum clock, which was
commercially available. This clock combines a master pendulum made of in-
var (a metal designed to have a zero expansion point at room temperature)
in a vacuum tank. This is combined with an electrical drive acting only once
every n swings and an electrical readout with an electrically synchronised
slave pendulum for the time readout piece [65].

The development of electrically driven clocks also made progress and the
piezoelectric properties of the quartz crystal, discovered in 1880 [65, 66], ap-
peared to be well suited for application in electrical precision oscillators. To-
day these (low cost) quartz oscillators are used as time or frequency stan-
dards in many electronic devices1. High-performance quartz oscillators of
the BVA SC-cut type [67] form the flywheel of the most accurate of the mod-
ern primary time standards.

A whole new era of timekeeping started around the 1950’s when themac-
roscopic properties of the rate defining elements were replaced by the prop-
erties of the building blocks ofmatter itself, atoms. Driven by the advances in
microwave electronics and quantummechanics, a combination of both fields
yields unprecedented stability and accuracy in microwave spectroscopy. In
particular due to the development of the molecular and atomic beam spec-
troscopy methods of Rabi [68] and Ramsey [69, 70]. Frequencies of electronic
transitions under investigation have less frequency instability than the state
of the art oscillators used in the laboratories [71]. This was recognised in
1967 when the hyperfine transition in the ground state of the cæsium atom
wasmade the new SI standard for the second [72,73]. Cæsiumbeam clocks are
readily available from industry, while cæsium fountain clocks form the pin-
nacle of microwave clock technology and are employed only at larger stan-
dards institutes such as NIST, PTB, Syrte and others to realise the SI second
and international atomic time with the highest accuracy.

New developments in the field of lasers and ultracold ions and atoms by
means of various types of traps presented the stage for a new type of atomic
clock [74], the optical clock. At themoment two types of optical atomic clocks

1Quartz oscillators are all evasive in our modern world and found in devices ranging from
wristwatches, photo camera’s, magnetron ovens, mobile phones, radio’s, computer equipment,
and many many other electronic devices.
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are employed for ultra-high precision; the ion clock [75–77], and the lattice
clock [78–80]. In an atomic ion clock a single ion is used to define the clock
frequency, while in a lattice clock many neutral atoms are used. Both clock
types reach stabilities and accuracies that are more than an order of mag-
nitude better than that of the best cæsium standards. At present there is not
one preferred clock type and the construction and operation of even better
optical atomic clocks is in full progress.

Optical clocks have little value when the optical readout frequency can
not be directly used, e.g. for direct clock comparisons. Frequency comb lasers
are typically used as a gearbox between the microwave and optical domain
to link the accuracy and stability of microwave atomic standards to the op-
tical domain [36,37], and in reverse to down convert the frequency of optical
atomic clocks to the radio frequency domain [81–83]where electronic (count-
ing) equipment is readily available.

1.4 Combining matter, light and time
In this thesis the three topical fields of physics, matter, light and time come
together. Light is used to express properties of matter in the unit time in the
spectroscopic experiments reported on. Matter is used in (frequency comb)
lasers to generate light with accurately controlled frequencies. In this way
properties of onephysical quantity are expressed in another, forming systems
of units and constants.

The Convention du Mètre treaty instituted le Bureau international des
poids et mesures (BIPM) in Sèvres, France, which has determined the mea-
surement standards for the base units of in the international system of units
(SI2). The relation of the SI units to various other units and constants meas-
ured and used in physics is defined by the Committee on Data for Science and
Technology (CODATA) Task Group on Fundamental Constants, and a consist-
ent set of constants is currently defined as the 2010 CODATA set [84].

Time, and thus it’s inverse, frequency, is the most accurately determined
of the seven base units. Thus properties of matter that can be expressed in
and measured as frequencies can be determined most accurately, even when
the values of the CODATA constants used in the conversions are less accurate
and may change in the future.

One of the uses of these frameworks of units and constants is found in the
comparison of theory and measurement. The helium atom for example, of
which some ground state transitions have been measured with outstanding
accuracy, can be modelled to a certain extent and the model also provides
values for these transitions. The comparison of theory and measurement,
can then be used for two purposes.

First, if the values of the constants are accurate enough, a theory can be
tested. If it fails to predict a well established measurement outcome, it is
likely to be incomplete.

2Le système international d’unités, abbreviated SI.
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Second, if there is hardly any doubt about the validity of a theory, and a
highly accurate measurement becomes available, the value of constants used
in the theory can be derived from such measurements. On the other hand,
if different measurements of the same constant give conflicting results, the
theoretical framework might again be incomplete. Such a state has for ex-
ample arisen with recent determinations of the proton charge radius [85, 86]
in two distinguished experiments.

Ameasurement can be as accurate as themeasured value of the base units
it is based on, or more accurate if it is a ratio measurement. In practice mea-
surements may be hampered by instrumentational limitations, fundamental
physical limitations of the measurement method used, or limited accuracy
of measured constants. Construction of reliable and accurate precision mea-
surement equipment and testing of internal consistency thereof is of great
importance to obtain progress in the field of metrology.

As far as the development ofmeasurement equipment goes, this thesis de-
scribes the results of an experiment to create semiconductor frequency comb
lasers (chapter 4). Current frequency comb lasers are relatively bulky and can
be hard to operate, especially outside an optical laboratory. Another aspect is
that the price of frequency comb lasers is quite high. Therefore an approach
to create (relatively) cheap semiconductor frequency comb laser sources has
a certain appeal.

Semiconductor lasers are favoured both because mass production can be
cheap and because such sources can be integratedwith driver electronics and
non-linear optics on a single chip if needed. In the experiment described in
this thesis we have tried to use hybridly mode-locked quantum-dot lasers as
frequency comb sources. Although a high quality frequency comb could be
generated, there is certainly a long way to go for this particular laser type
before comb generation becomes turn key.

An other area where the development of measurement equipment was
performed is that of narrow CW semiconductor diode lasers. Such lasers
with optical frequencies in the telecommunication range can be readily pur-
chased, but require high-end electronics and appropriate thermal control to
have both high feedback speeds on the generated laser frequency and suffi-
ciently low thermal frequency drift to keep drift control applicable. These
have been developed, which is reported on in Chapter 3. Frequency doubling
of these stable CW lasers to frequencies in the Ti:Sapphire frequency comb
laser spectrum for the purpose of optical locking has been demonstrated. For
this purpose a high power Er3+ doped fibre amplifier capable of producing up
to 4 Watt of optical power at the fundamental wavelength (∼1550 nm) was
built and frequency doubling achieved.

In the field of precision measurements itself, this thesis reports on ex-
treme ultraviolet (∼51.5 nm) spectroscopy performed on optical dipole tran-
sitions in helium from the atomic ground state. The energy difference be-
tween the electronic levels in the atom has beenmeasured by excitation with
two pulses of a frequency comb laser that were converted to the extreme ul-
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traviolet (XUV). We have been able to improve the best determination of the
ground state energy of the helium atom [87] with almost an order of mag-
nitude. This determination is more accurate than the most accurate theoret-
ical determination (using QED theory) at present [88] and the results agree
with regard to the combined error. QED shifts are largest in the s-states (e.g.
the ground state of helium), scale with the nuclear charge Z to fourth and
higher powers while decreasing with increasing principle quantum number
n. The outcome of the experiment can therefore be used as a reference for
QED theory.

To show the wavelength tuning capabilities of the measurement method
used in the XUV experiment, we have performed a demonstration experi-
ment where the XUV radiation was generated over wide wavelength ranges
in the XUV, using various atomic species as frequency detector. As a side
effect of this demonstration, the pulse to pulse phase jitter of the XUV fre-
quency comb laser has been assessed to be around 0.4 radian in the XUV,
hardly dependent on the generated wavelength.

And finally in chapter 7 an experiment is described where the stability
of narrow line width laser light (∼1559.79 nm) is transferred over an optical
fibre of 2 × 298 km between the VU, Amsterdam and KVI, Groningen. The
frequency instabilities introduced in this long haul fibre connection due to
soil temperature changes could be detected and appropriately modelled. Be-
cause atomic Rb frequency standards were present at both ends of the fibre,
these two primary lab standards have been compared using the transmitted
optical carrier frequency. Currently even higher accuracies are achieved in
our laboratory using Hz level actively stabilised optical frequency transfer
systems.

1.5 Outline of the thesis
To summarise: In chapter 2 of the thesis, the theoretical basis of the work
discussed in the subsequent chapters is described. Chapter 3 discusses some
of the devices built with the purpose of optical frequency dissemination over
fibre channels and for optical locking the frequency comb lasers. Chapter 4
treats some of the research on novel frequency comb sources based on hy-
bridly mode locked quantum dot semiconductor lasers. Chapter 5 describes
the results on the tunability of the XUV frequency comb system at the VU,
while chapter 6 shows the results of the ground state energy determination
of helium with this XUV laser system. Chapter 7 describes our experiments
on the determination of the passive stability of the glass-fibre link between
Amsterdam and Groningen, and describes part of the models needed to un-
derstand the stability that can be reached in the long term on such fibre links.
Chapter 8 concludes the thesis with an outlook.





2. Theoretical backgrounds

The main themes of this thesis are atomic spectroscopy and frequency me-
trology by use of various laser sources. In this chapter the foundations of
these themes, needed to understand the contents of this thesis, are therefore
recalled. First the modern definitions of time and frequency are recalled, to-
gether with the theoretical means for the study of frequency stability.

Then the principles of electromagnetic waves, frequency combs and in
particular frequency comb lasers will be treated. After the introduction of
the frequency comb, various direct frequency combmeasurement principles
will be discussed. The determination of the frequency and frequency stability
of CW laser and frequency comb laser radiation bymeans of CW lasers will be
recalled, and the principles of direct frequency comb spectroscopy by means
of the Ramsey method is treated.

In order to understand how frequency comb sources can be generated in
short wavelength regions like the extreme ultra-violet (XUV) down to ∼ 51
nm the physics of high-order harmonic generation (HHG) in gas sources is
discussed too. A practical treatment of the phase stability of HHG depending
on the intensity stability of the fundamental is given together with an over-
view of the XUV direct frequency comb spectroscopy setup used to perform
spectroscopy on helium ground state transitions.

The last part of this chapter deals with phase stability in HHG used in
chapter 5, a primer on helium energy calculations and finally a discussion of
systematic effects in the helium spectroscopy discussed in chapter 6.

2.1 Time and frequency
A revolution in the measurable accuracy of the established value of the sec-
ond has been the change from the astronomically determined ephemeris
time, based on the solar system artefact, defined during the 1956 meeting
of the CIPM [89]1, as,

La seconde est la fraction 1/31 556 925,9747 de l’année tropique
pour 1900 janvier 0 à 12 heures de temps des éphémérides,

to atomic time, based on the believe in the exact equality of atoms of equal
proton number, Z, and mass number, A, defined during the CGPMmeeting in
1967 [72] as,

1The second based on ephemeris time is a replacement of the conventional second. The
conventional secondhad been taken as the 1/86 400th part of themean solar day, which is slightly
longer than the ephemeris second, the latter being amore stable measure of time. Therefore the
adoption of the ephemeris second is the main cause for the introduction of the leap second in
UTC [90].
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1. L’unité de temps du Système international d’unités est la
seconde définie dans les termes suivants:
« La seconde est la durée de 9 192 631 770 périodes de la ra-
diation correspondant à la transition entre les deuxniveaux
hyperfins de l’état fondamental de l’atome de césium 133 ».

2. La Résolution 1 adoptée par le Comité international des
poids et mesures à sa session de 1956 et la Résolution 9 de
la Onzième Conférence générale des poids et mesures sont
abrogées.

Thus the second is defined by the energy corresponding to Δν(133Cs)hfs =
9 192 631 770 oscillation periods of radiation corresponding to the transition
between the two hyperfine levels of the ground state of the 133Cesium atom
when the atom is at rest and measured at a temperature of 0 K [72, 91, 92].

International Atomic Time (Temps Atomique International, TAI) is de-
fined as an average of more than 400 clocks worldwide. Coordinated Univer-
sal Time (Temps Universel Coordonné, UTC) is related to TAI, but occasional
leap seconds are introduced to correct for the difference between the eph-
emeris time and mean solar time [90, 93], and changes in the Earth’s motion
as measured in UT1 [94, 95], which can be related to Sol crossing the Green-
wich meridian defining a local noon [96], or more accurately formulated, to
the Greenwich Mean Siderial Time (GMST) [94]. For this purpose changes
in the earth orientation in the celestial frame are closely monitored by the
International Earth Rotation Service (IERS). This information is also of ma-
jor importance for astronomers and space agencies (e.g. for the tracking of
satellites). Fluctuations in the earth rotation rate and orientation of the ro-
tational axis are e.g. caused by irregular motions of the Sun, Moon, Mercuri
and Venus and seasonal variations due to the global weather [93].

2.1.1 Time and frequency definition
In the mathematical language of physics time is commonly denoted as t [s]
and is counted in seconds (t ∈ R). Since the absolute zero time can not be
determined accurately in the present state of the physical theory, one typ-
ically treats time as a relative measure and often applies a coordinate trans-
formation to set t = 0 at an arbitrary but calculation-wise convenient point,
e.g. the start of a measurement.

Let us define a period of time as

T = t1 − t0 (2.1)

where t0 is the time at the beginning of this period and t1 the time at the
end of the period. We say that T has lasted 1 second [s] if we counted exactly
9 192 631 770 oscillations between the named hyperfine levels of the 133Cs
atom at rest at 0 K without any external perturbations. Frequency f can now
be defined as

f =
1
T
[Hz], (2.2)
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and is commonly understood as the number of occasions of a certain event
(not necessarily an integer number), that took place in one second. This can,
for example, be the number of swings of a pendulum or periods of a period-
ically changing voltage.

The simplest mathematical periodic functions are the sine and cosine.
Fourier theory (see e.g. [97]) tells us that all other functions can be decom-
posed and written as a sum of sine and cosine functions. In the case of real
valued time signals the argument of the sine and cosine functions is an in-
stantaneous phase term that evolves in time, typically denoted as φ(t) and is
measured in radians. The instantaneous frequency of a signal at time t can
now be defined as

ν(t) =
1
2π

dφ(t)
dt

. (2.3)

The average or nominal frequency of a periodic signal is typically designated
as ν0. We can now define a sinusoidal signal as

s(t) = A0 cos(2πν0t+ φ0), (2.4)

where A0 is a scaling factor for the amplitude and φ0 is the phase offset of the
cosine function.

2.1.2 Noise on signals
Physical signals always suffer fromnoise, in the final limit related to the Heis-
enberg uncertainty relations for physical quantities. For example, electrical
signals suffer from noise arising from the discretised charge of the electrons.
The so called “shot noise” in transistors for example, is related to the trapping
of electrons in irregularities in the crystal lattice at boundary layers in the
transistor structure at random times. The same holds for light fields where
the photon statistics define the minimal noise present on an optical signal.

A sinusoidal signal with inclusion of noise can be written as

s(t) = (A0 + εA(t)) cos(2πν0t+ φ0 + εφ(t)), (2.5)

where εA is the amplitude error in time and εφ is the phase error in time2.
These errors can be characterised in terms of their statistical properties. For
the rest of this thesis the εA(t) term will be assumed to be negligible. It is
important to note that amplitude noise can degrade the spectral purity of a
source and that it can be converted to phase noise e.g. via non-linear pro-
cesses. It must always be assured that amplitude noise does not have a signi-
ficant influence on a phase measurement.

The phase error can now be rewritten to a frequency error Δν(t) as

Δν(t) = 1
2π

dεφ(t)
dt

(2.6)
2Note that εA(t) is more commonly written in the literature as ε(t) and εφ(t) is commonly

written as φ(t), the same symbol that is used for the full phase signal, see e.g. [98], which can
then easily cause confusion.
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fromwhich the dimensionless parameter instantaneous fractional frequency
deviation y(t) can be defined as

y(t) =
Δν(t)
ν0

. (2.7)

2.1.3 Noise characterisation in the frequency domain
From this point on, one can start to define the relation between the time and
frequency domain representation of phase noise [99, 100]. By assuming that
Δν(t) is a stationary process for which we can define the average (denoted as
⟨. . .⟩) of the auto-correlation function

RΔν(τ) = ⟨Δν(t)Δν(t− τ)⟩ , (2.8)

the two-sided S(TS)Δν (f ) and single-sided SΔν(f ) spectral density function of the
frequency deviations can now be defined as

S(TS)Δν (f ) =
∫ ∞

−∞
RΔν(τ) e−i2πfτdτ (2.9)

SΔν(f ) = 2S(TS)Δν (f ), for 0 ≤ f < ∞, otherwise zero. (2.10)

Thismeasure can be transformed into a spectral density of y and εφ as follows

Sy(f ) =
1
ν20

SΔν(f ), (2.11)

Sεφ(f ) =
1
f 2

SΔν(f ). (2.12)

Noise encountered in oscillators can be expressed in powers α of f in the
spectral domain

Sy(f ) = hα f α , (2.13)

where hα describes the noise level and α is characteristic for the type of noise.
Table 2.1 describes the most commonly encountered types of noise and the
equivalent values of α. Further notice must be taken that the area below the
Sy(f ) curve corresponds to the signal power and must therefore be bounded
bydefinition . In practice one candefine a cut-off frequency fh up towhich the
system description is valid (e.g. the Nyquist frequency for sampled systems)
and write

Sy(f ) =


2∑

α=−4
hα f α , 0 ≤ f ≤ fh

0, f > fh.

(2.14)
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Noise type α Sy( f ) Sεφ( f )

Random run frequency noise -4 h−4 f−4 ν2
0h−4 f−6

Flicker walk frequency noise -3 h−3 f−3 ν2
0h−3 f−5

Random walk frequency noise -2 h−2 f−2 ν2
0h−2 f−4

Flicker frequency noise -1 h−1 f−1 ν2
0h−1 f−3

White frequency noise 0 h0 ν2
0h0 f−2

Flicker phase noise 1 h1 f 1 ν2
0h1 f−1

White phase noise 2 h2 f 2 ν2
0h2

Table 2.1: Noise types and their α values for the spectral density of fractional frequency fluctuations
and phase fluctuations.

2.1.4 Noise characterisation in the time domain
In the time domain an average frequency can be measured in a certain time
interval T = τ . The number of cycles nk counted by a frequency counter
starting at a certain time tk is written as

⟨ν(t)⟩tk,τ = ν0 +
1
τ

∫ tk+τ

tk
Δν(t′)dt′ = nk

τ
, (2.15)

and the normalised average fractional frequency is typically denoted as

ȳk =
1
τ

∫ tk+τ

tk
y(t′)dt′. (2.16)

Because no infinite number of average frequency samples are available,
the ideal or true variance σ2[ ȳk] =

⟨
ȳ2k
⟩
, under the assumption of zero mean

of y(t), can not be measured. An approximation can be made by use of the
sample variance, defined for N samples of ȳk, k ∈ [1,N] for a measurement
time τ and a repetition time defined as tk+1 = tk + T, closely following the
definition of variance σ2(x) = ⟨(x− ⟨x⟩)2⟩ (see section A.1).

This estimator is biased andmust thus be corrected according to themain
noise types present at various τ . which is an undesired property due to the
fact that comparison among estimators for variousmeasurements will be im-
possible. This is especially true because a comparison depends on the amount
of frequency samples N. It is even so that for certain types of noise encoun-
tered in the characterisation of oscillators, the variance diverges when more
measurement samples (increasing N) are analysed.

Allan [99–101] therefore introduced the two-sample variance with zero
dead-timewhich allows ameaningful comparison of frequency stabilitymea-
surements performed in the time domain. Equation (A.2) serves as a basis, for
which we set the sample size N = 2, and T = τ such as to have no dead time.
The equation for the so-called Allan variance can now be written as

σ2
y(τ) =

1
2
⟨
( ȳ2 − ȳ1)2

⟩
. (2.17)
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A possible estimator for the Allan variance based on m pairs of consecutive
measurement samples ȳi, ȳi+1 is [99]

σ2
y(τ) =

1
2(m− 1)

m−1∑
i=1

( ȳi+1 − ȳi)2. (2.18)

The confidence intervals of this estimator for several values of α as given by
Lesage [102] are

Eα ≃ σy(τ)Kαm− 1
2 , for m > 10, (2.19)

with K2 = K1 = 0.99, K0 = 0.87, K−1 = 0.77 and K−2 = 0.75. Thus one
needs to have (1) enough samples of the variance, and (2) needs to address
the dominant type of noise at the given sample time τ , before it is possible to
estimate the error. For zero dead time measurements, sample times τ = mτ0
can be used by averaging the fractional frequency values overm consecutive
samples.

The Allan deviation is a χ2N distribution [103–105]. The calculation of the
error should therefore be performed with methods appropriate for the χ2N
distribution, especially for estimates with small N. In general one must also
take into account the dominant noise process as described by the power law
model for the spectral density of the fractional frequency deviations Sy(f ) in
order to produce a non-biased estimator for the error on the distribution (see
section A.2).

There are various modern alternatives to the Allan variance like Theoret-
ical variance number 1 (Thêo1 [106–108]) a biased removed version (ThêoBR
[109]) and ahybrid (ThêoH [110,111]) bridging the gap between theAllan vari-
ance and (fast [112]) ThêoBR. Vernotte [113] approaches the non-stationary
noises by use of the moments of the distribution, in order to give an estima-
tion of theAllan variance and it’s error for noise types that are not converging
in the traditional approach. There exists a plethora of other measures of os-
cillator stability all suited to specific needs, see for example Riley [114] and
references therein for an overview and as starting point.

The normal Allan variance, and it’s square root the normal Allan devi-
ation, will be used to depict frequency stability in this thesis because most
people are accustomed with this traditional measure of frequency stability3.

2.2 Electromagnetic waves
Light, treated classically, will propagate as an electromagnetic wave. The
Maxwell equations4 together with material properties and, possibly, bound-

3Next to familiarity, ease of implementation and computational efficiency are other reasons
to use this measure of frequency stability.

4See appendix A.3.
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ary conditions dictate which solutions of the wave equations

∇2E− μ0ε0
∂2E
∂t2

=
1
ε0
∇ρf + μ0

∂Jf
∂t

+ μ0
∂

∂t
(∇×M)

+ μ0
∂2P
∂t2

− 1
ε0
∇ (∇ · P) , (2.20a)

∇2H− μ0ε0
∂2H
∂t2

= −∇× Jf −
∂

∂t
∇× P

+ μ0ε0
∂2M
∂t2

−∇ (∇ ·M) . (2.20b)

can be found. The electric field is denoted E, the magnetic field H, the free
charge density ρf, the free current density Jf, the magnetization M and the
polarization P, and ε0 and μ0 the permittivity and permeability of free space.

The focus will be on the wave equation of the electrical field in non mag-
netic dielectric (so, non-conducting) media, which has significance for the
discussion of the frequency comb laser. The laser crystal, or a glass fibre are
such materials, and are typically found inside the laser resonator.

2.2.1 Plane waves in dielectric matter
Rewriting the generalwave equations (2.20), setting terms due to themagnet-
isation and free charges to zero, leads to the much simplified wave equations

∇2E− μ0ε0
∂2E
∂t2

= μ0
∂2P
∂t2

− 1
ε0
∇ (∇ · P) , (2.21a)

∇2H− μ0ε0
∂2H
∂t2

= − ∂

∂t
∇× P. (2.21b)

The expression ∇ (∇ · P) in equation (2.21a), remains from ∇ × ∇ × E =
∇ (∇ · E)−∇2E. The divergence of E and therefore the divergence of P can
be shown to vanish in some cases, e.g. for transverse plane waves, or to be
small, e.g. when the slowly varying envelope approximation applies [115],
therefore this term is typically neglected.

The polarisation of a solid state medium is determined by the way elec-
trons in the medium react to the electrical wave. There are typically several
electronic resonances, and related resonance frequencies on which the elec-
trons in the medium can vibrate and dissipate. The electrons in the medium
can thus be described as harmonic oscillators driven by the electrical field
giving rise to the polarisation term. Use of this model [116, 117] gives the
(complex) refractive index of gasses as

ñ2(ω) = 1+ Ne2

ε0me

∑
j

fj
ω2

j − iγ jω − ω2

 , (2.22)
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where N is the number of contributing electrons per unit volume, e the elec-
tron charge, me the electron mass, fj the oscillator strength of resonance j of
an electron, with resonance frequency ωj and damping coefficient γ j, which
determines the losses through radiation and heating (forced coulombic mo-
tion of the atoms). In solid media the electrical field of neighbouring charges
on the motion of the electrons has to be taken into account [117] which leads
to

ñ2(ω)− 1
ñ2(ω) + 2

=
Ne2

3ε0me

∑
j

fj
ω2

j − iγ jω − ω2

 . (2.23)

The relation between the (complex) refractive index and the permittivity (ε)
and permeability (μ) is defined as

ñ ≡
√ εμ

ε0μ0
. (2.24)

Using the relation between the wave vector k̃ and the refractive index ñ

k̃ = k+ iκ =
ω
c
ñ, (2.25)

the wave vector can be related to the material properties of the medium. It
is thus seen that κ relates to the imaginary part of ñ and k relates to the real
part of ñ.

Returning to the wave equation (2.21a) the plane wave solution5 can be
written as

E(r, t) = E0
2
e−κ·r

(
ei(k·r−ωt+φ) + e−i(k·r−ωt+φ)

)
n̂,

= E0e−κ·r cos (k · r− ωt+ φ) n̂,
(2.26)

where n̂ is the unit polarisation vector, κ determines the attenuation due to
dielectric losses, and the wave velocity is determined by the wave vector k.

From the solution of the wave equation (2.21a) the speed of the wave in
the medium, the phase velocity vφ, can be related to the speed of the wave in
free-space, denoted c = 1√ε0μ0

≡ 299 792 458 m s-1, via the real part of the
refractive index as

vφ =
c
n
=

ω
k
. (2.27)

Neglecting dielectric losses, a valid assumption far away from electronic
resonance frequencies in a medium, the refractive index becomes real and
can be written as a Taylor expansion around a center frequency ω0 in the

5See also equation (A.18).
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usual way

n(ω) = n(ω0) +
∂n
∂ω

∣∣∣∣
ω0

(ω − ω0) +
∂2n
2∂ω2

∣∣∣∣
ω0

(ω − ω0)
2 + . . .

=
∞∑

m=0

n(m)|ω0

m!
(ω − ω0)

m.

(2.28)

where n(m) = ∂mn/∂ωm.
Thewave vector itself (omitting the imaginary part and it’s vector nature)

can be expanded in a Taylor series as well

k(ω) =
∞∑

m=0

k(m)|ω0

m!
(ω − ω0)

m. (2.29)

2.2.2 Waves with multiple frequency components
A superposition of plane electromagnetic waves all propagating in a common
direction k̂ but with a different frequencies ω, around a central frequency ω0
is described as

E(r, t) = 1
2π

∫ ∞

−∞
A(ω − ω0)

(
ei(k·r−ωt+φ) + c.c.

)
dω, (2.30)

where the part inside the integral is the frequency domain description of the
signal with A(ω − ω0) the spectral amplitude function. To shorten the nota-
tion the complex conjugate (c.c.) will be left out in the following.

To come to a time domain description the amplitude is written as A(ω −
ω0) = A(ω)e−iω0t through which we obtain

E(r, t) = 1
2π

∫ ∞

−∞
A(ω)ei(k·r−ω0t+φ)e−iωtdω. (2.31)

Both frequency dependent functions k and φ can be written as a constant
at ω0 and a deviation, yielding k0 + δk(ω) and φ0 + δφ(ω) and inserted in
equation (2.31) to obtain

E(r, t) = 1
2π

∫ ∞

−∞
A(ω)ei(k0·r+δk·r−ω0t+φ0+δφ(ω))e−iωtdω

= Ã(r, t)ei(k0·r−ω0t).

(2.32)

In the following the propagation of waves of equation (2.32) in a linear
dielectric medium with the propagation direction along the z axis is treated.
The propagation of a wave E0(t) from z = 0 to an arbitrary z can be described
by use of a Greens function

E(z, t) =
∫ ∞

−∞
E0(τ)G(t− τ, z)dτ. (2.33)
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where
G(t− τ, z) =

1
2π

∫ ∞

−∞
eiω(t−τ)−ikzdω (2.34)

is called the pulse propagator 6 as proposed by Marcuse [118] and referred to
by Akhmanov [119] and subsequently Witte [120]. The wave vector, k, in this
equation is frequency dependent, which will give rise to varying propagation
behaviour in each order of its derivative.

Inserting the zero-order term of the expansion (2.29) into the propag-
ator (2.34) one obtains δ(t− τ − n(ω0)z/c). Propagating E0(t), by use of the
sifting property of the delta function in the convolution integral, then yields

E(z, t) =
∫ ∞

−∞
E0(τ)δ(t− τ − n(ω0)z/c)dτ

E(z, t) = E0(t−
n(ω0)

c
z)

E(z, t) = E0(t−
z
vφ

).

(2.35)

As expected the field has moved with the speed of light in the medium.
The pulse propagator for the first order of k yields

E(z, t) = e−i(k(0)−k(1)ω0)zE0(t− k(1)z). (2.36)

The field now moves with a speed

vg =
1

k(1)
=

dω
dk

∣∣∣∣
ω0

, (2.37)

which is therefore commonly called the group velocity of a wave. The carrier
ω0 is shifted with respect to the shape of the E0(t), and obtains an amount of
carrier to envelope phase shift

Δφ = ω0

(
1
vg

− 1
vφ

)
z =

ω2
0
c

∂n
∂ω

∣∣∣∣
ω0

z. (2.38)

The second order of k introduces pulse broadening, and additionally in-
troduces a deviation of the instantaneous frequency of the carrier wave, usu-
ally referred to as chirp as is shown by Witte [121].

Under the assumption of an isotropic dielectricmedium, e.g. a non-polar-
ised crystal or a gas, the first non-linear term in the equation for the refract-
ive index due to the electric field has a second order dependence on E (linear
in intensity), and the equation for the refractive index becomes

n(ω, E) = n0(ω) + n2(ω)E2. (2.39)
6The term pulse propagator is actually a misnomer, since it describes the propagation of

arbitrary electric fields in arbitrary matter.
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This second order non-linear response of the refractive index is also referred
to as the Kerr effect [122–125].

Inserting (2.39) into the equation for the carrier to envelope phase shift
(2.38), one finds (to first order) an intensity dependence

Δφ =
ω2

0
c

∂
(
n0(ω) + n2(ω)E2

)
∂ω

∣∣∣∣∣
ω0

z, (2.40)

of the carrier to envelope phase due to a non-linear material response [126].

2.3 Frequency combs
The concept of a frequency comb is quite common in electronics. For ex-
ample, the harmonics of a square wave generator form a frequency comb and
can be used as a (high) frequency reference. The usual characterisation of a
frequency comb7 in optics8 is given by the frequency relation

fm = f0 + mfrep, m ∈ N (2.41)

where fm is the frequency of mode m, f0 is the offset frequency, frep is the
repetition rate frequency, and N are the natural numbers including 0. It is
easily seen that this description is not a physically correct description of a
frequency comb’s output signal, but rather sets a restriction on the frequency
content of the output signal. A broad variety of sources (confining the selec-
tion to electromagnetic wave emitters) ranging from e.g. electrical square
wave generators via microwave harmonic generators [127] to various optical
sources [36, 37, 128–134], adhere to these properties and can be called fre-
quency combs.

Among the optical frequency comb sources, a distinction can be made
between optical frequency comb generators and frequency comb lasers. The
former devices typically generate a comb from a single frequency (CW) in-
put signal, while the latter devices are laser sources whose output spectrum
resembles an optical frequency comb9.

2.3.1 Frequency comb signals
The most general form of a physical frequency comb signal can be written as
a sum of cosines with frequencies given by equation (2.41) and where to each
mode m is assigned an amplitude Am and a phase φm, as in

y(t) =
∞∑

m=0
Am cos

(
2π( f0 + mfrep)t+ φm

)
. (2.42)

7Thename frequency comb is due to the fact that this frequency relation depicted as impulse
functions on a frequency axis resembles the image of a comb.

8The offset frequency f0 is typical for an optical frequency comb.
9Note that the word laser already implies an optical source, but no fundamental principle

excludes other (electromagnetic) wave sources with a frequency comb output signal.
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The frequency domain signal can be obtained via a Fourier transform as

Y(f ) =
∞∑

m=0

Am

2
[
eiφm δ

(
f− ( f0 + mfrep)

)
+ e−iφm δ

(
f+ ( f0 + mfrep)

)]
,

(2.43)
where the mode amplitude and phase symmetries around zero on the fre-
quency axis should be observed.

For certain configurations of the (usually neglected) parameters ampli-
tude and phase of the frequency combmodes, the output of a frequency comb
can become a train of pulses, in other configurations the output signal ap-
pears to be irregular, for some configurations (e.g. ones for with f0 = 0)
it can still repeat itself each 1/frep. For again other configurations a regular
“pulse like” structure that quasi repeats at multiples of frep can be observed.

In an often used model, the spectral envelope function is taken to be a
Gaussian function10 shifted to a certain (optical) centre frequency fc with a
full width half maximum Δf. In this model description the spectral phase
function φ(f ) is zero. The outcome of this model is then used to get an idea
about how the “pulse train” from a frequency comb source looks. Figure 2.1a)
gives a graphical representation of this model description for very low mode
numbers. This give a good impression of themain properties of the frequency
comb signals for classes of comb parameters that resemble this simplified
case.

It is easily seen that the time domain amplitude is the Fourier transform
of the frequency domain amplitude and the width of the pulse in the time
domain is exactly 1/Δf. The carrier frequency is the central frequency fc of
A(f ). The carrier-envelope offset frequency was chosen to be 1

4 frep and thus
the carrier slips 2π underneath the envelope every 4 pulses.

It is generally not the case that the spectral phasesφm are zero, or that the
spectral amplitude function is a Gaussian, which can complicate the time do-
main signal significantly. One case can be seen in Fig 2.1b) which represents
the same frequency combas in Fig 2.1a) but nowwith a randomspectral phase
function. It is seen that the random spectral phase alters the time domain sig-
nal significantly. However, the time domain signal maintains it’s periodicity
due to the rational f0/frep value. Strictly speaking the time domain envelope
function will always be periodic with 1/frep, but already in this case it is clear
that the time-domain envelope function is not the direct Fourier transform
of the spectral envelope function, but something more complex.

2.3.2 Frequency comb lasers
In the optical community the term frequency comb laser11 usually refers to
a self-referenced, f0 and frep stabilised mode-locked laser. It must be noted

10A( f ) = exp
{
−4 ln 2 [( f− fc) /Δf ]2

}
11Several terms are used in literature such as: frequency comb, optical frequency synthes-

izer, femtosecond frequency comb, comb, femtosecond laser comb, femtosecond comb…which
all more or less do not say what is exactly meant.
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Figure 2.1: Frequency comb signals. a) Gaussian model in frequency (left) and time (right) domain
with f0 = 0.25 and frep = 1.0, the spectral phase has been chosen 0. The blue lines (and dots)
represent the frequency comb mode amplitudes and the frequency comb signal respectively. The
blue dotted lines are the spectral and time-domain envelope functions. The red squares denote
the values of the spectral phase of the comb modes. Note the carrier-envelope phase shift Δφ =
2πf0/frep in the time domain. The signal repeats itself with a period frep/f0 =4, the signals on the
green backgrounds are exactly equal. b) Comb parameters frep and f0 and the spectral amplitude
function have been chosen as in a), the spectral phase has been chosen random. This influences the

time domain frequency comb signal significantly.

that the words self-referenced and stabilised dictate a severe limitation on
the class of (mode-locked) lasers that qualify as frequency comb lasers.

Properties of the laser resonator and medium
The properties of frequency comb laser light are strongly determined by the
properties of the (materials in the) laser resonator. In the usual frequency
comb laser, the fundamental transverse electromagneticmode (TEM00) of the
resonator is excited. The plane wave along the resonator length (the z co-
ordinate) is written

E(z, t) = E0 cos(kz− ωt+ φ0)n̂, (2.44)

where n̂ is a normal vector denoting the direction of the E-field transverse to
the propagation direction z.

Given the phase velocity of light (2.27) in a material with refractive index
n, independent of the frequency ω of the light and a resonator of twomirrors
with a spacing L (optical length nL), the resonator is able to sustain multiple
waves, where the value of the phase after one round trip is equal, which res-
ults in the frequency fm of mode m of

fm =
cm
n2L

m ∈ N. (2.45)
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Such a resonator can sustain a frequency comb with the properties

frep =
c

n2L
and f0 = 0. (2.46)

From equations (2.22) and (2.23) we have seen that the refractive index
is not a constant but a function of frequency depending on the media in the
laser resonator. Equation (2.45) dictates that the second- and higher-order
derivatives in the the Taylor expansion (2.28) of the refractive index around
ω0, need to vanish in order to obtain an equidistant mode spacing around ω0
in the resonator. A resonator with these properties is said to be dispersion
compensated around ω0.

In the resonator of a frequency comb laser a significant portion of the
spectral range at which lasing is possible needs to be dispersion compensated
to support sustenance of a frequency comb output spectrum. An effect called
“mode pulling”, where non-linear interactions like four wave mixing dictate
the frequency of modes, enable frequency comb generation and sustenance
in the non-dispersion compensated part of the resonator to a certain degree,
giving rise to an increased width of the obtained frequency comb spectrum.
In case of a dispersion compensated resonator, the group velocity of the wave
envelope is constant and the envelope of the output wave of the laser repeats
itself with frequency frep.

Equation (2.38) shows that the first derivative of n introduces a phase shift
of the carrier with respect to the envelope of the wave along the resonator,
and thus gives rise to a fixed carrier-to-envelope phase shift for each round
trip. The frequency of this phase shift per round-trip time (expressed in it’s
inverse frep), is then given as

fCEO =
Δφ
2π

frep. (2.47)

The phase shift Δφ, which can be expressed as a value modulo 2π, thus de-
termines the so called carrier-envelope offset frequency, fCEO, which is bound
to the range fCEO ∈ [0, frep⟩. The offset freqency f0 in the frequency comb
definitions equals the carrier-envelope offset frequency fCEO in an optical fre-
quency comb (both are used in literature).

A means of obtaining the carrier-envelope offset frequency is by use of
non-linear interactions, throughwhichmultiples of the combmode frequen-
cies are obtained, that contain multiples of fCEO. For example sum frequency
generation in a χ(2) non-linear optical medium yields a comb structure in the
doubled frequency region, where each mode acquires 2fCEO.

The carrier-envelope offset frequency can then be obtained by compar-
ing the original comb spectrum at the high frequency side with nearly the
same frequencies obtained by sum frequency mixing of modes at the low
frequency side of the comb spectrum. This is done by interference of both
types of modes on a photodiode, leading to a beat note at the difference fre-
quency fCEO. Note that the sum frequency modes around m interfere with
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modes around 2m in the original frequency comb spectrum, which requires
a spectral width of more than an octave. This procedure is called self refer-
encing (of fCEO) of a frequency comb, since no external frequency reference
signal is required to determine fCEO.

As mentioned above, a frequency comb laser is a laser of which the fre-
quency comb is stabilised. This means that handles on both frep and fCEO are
needed. Control over frep can be obtained by control over the cavity length,
or the refractive index (equation (2.45)), while control over fCEO can be ob-
tained via the intra-cavity laser intensity due to the third-order non-linear
refractive index (equation (2.40)).

The accuracy of the frequency relations in frequency comb lasers have
been tested to better than 1× 10−19 [135, 136], showing an unprecedented
potential for optical frequency measurements using frequency comb lasers.

The role of the laser medium and mode locking
So far nothing has been said about the lasermedium and it’s role in frequency
comb lasers. In order to achieve lasing an optically active medium that can
have population inversion is needed. In a frequency comb laser, such a me-
dium should be relatively broadband to support a wide spectral output, and
thus a comb that spans over a large spectral range. We already saw that self
referencing fCEO requires a frequency comb output over a spectral range that
spans more than an octave of frequencies.

As can be seen from equation (2.43), two free but constant parameters,
the amplitude Am and the phase offset φm of the frequency combmodes exist.
The spectral shape of these free parameter is crucial for the possible output
signals of a frequency comb generator. In most frequency comb generators,
the functions A(f ) andφ(f ) are slowly varying functions frommode tomode,
where φ(f ) is at most a linear function if the pulse is to be Fourier limited. A
wide spectral amplitude function A(f ) then allows for fast temporal ampli-
tude changes a(t), leading to a frequency comb output signal that exists of
short pulses.

Note that a randomly varying but time constant value φm from mode to
mode still yields a frequency comb, but gives rise to a quasi random temporal
output signal. In the sameway a randomly varyingAm leads to a quasi random
output signal. Coherent control methods specifically use the freedom to ma-
nipulate (groups of) Am and φm, to obtain favourable experimental behaviour
(see e.g. Barmes [137]).

If the phase offset is equal for all modes

φm = C, ∀ m, (2.48)

with C a constant modulo 2π, then the output signal consists of a field envel-
ope given by the Fourier transform of the frequency comb spectrum, with a
carrier frequency given by the weighted average12, the “center”, of the fre-

12The mode amplitudes are the weighting factors.
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quency comb spectrum. The carrier will be shifted from repetition period
to repetition period by the carrier-to-envelope phase shift. In general, the
phase of the modes is not constant with frequency which introduces tem-
poral field envelope changes and temporal carrier wave phase deviations.

Fixing of the freephase offset parametersφm to constant values is referred
to as mode-locking. A time varying φm means that the mode frequencies are
not constant13. Typically mode-locking is achieved via non-linear processes
that favour the efficiency of the mode-locked state over a randomly fluctu-
ating phase state of the comb source, thereby stabilizing to the mode-locked
state. Examples of such non-linear processes are the Kerr effect, intensity
induced birefringence, or saturable absorption [138].

Although it is commonly thought that the output of mode-locked lasers
are (ultra-short) pulses, this is not necessarily the case. The phase offset φm
needs only to be constant to create a frequency comb but can have an arbit-
rary value from mode to mode, which may lead to a quasi-random shape of
the electrical field in the time domain as seen in Fig 2.1b. For example, the
mode-locked quantum-dot lasers discussed in chapter 4 give only a slight in-
tensity modulation on their output intensity in stead of clear pulses.

2.3.3 Optical frequency comb generators
Besides laser sources that act as frequency combs, other ways of generating
optical frequency combshavebeen successfully pursued. One class of devices,
pioneered byKourogi [128], exist of amoderately high-finesse optical cavity, a
CW input laser source and an activemodulation device, e.g. an electro-optical
phase modulator (EOM). The CW laser is set to the frequency of a mode of the
optical cavity and the modulation frequency of the EOM is adjusted to the
resonator mode spacing. Under these conditions a comb arises due to cross
modulation of the light in the various cavity modes, as long as the losses stay
relatively low, so that the lost photons can be replenished from the CW seed
laser.

A second class of sources, pioneered by Vahala and Kippenberg [133, 139]
consist of a high finesse (F > 100 000) micro resonator where the light from
a CW laser exhibits significant non-linear parametric interaction with the
material. When the laser is brought in resonance with the cavity, the in-
tracavity intensity becomes high enough that spontaneous four wave mix-
ing populates other modes of the resonator seeded by vacuum fluctuations.
However, the frequency combs generated in these devices need not neces-
sarily be equidistant [133]. Recently various mechanisms through which the
comb structures arise have been identified, which clarify in part why stable
multipulsing and multiple coexisting frequency comb structure regions are
possible in these devices [134, 140].

Theway a frequency combwas generated in the quantum dot laser sourc-
es treated in chapter 4 resembles a Kourogi type optical frequency comb gen-

13Phase noise can be modelled by addition of noise to the free phase parameter.
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erator. An important difference is that in this case the optical gain from the
quantum-dot laser medium compensates for the loss mechanisms inside the
device, instead of relying on a high-finesse cavity.

2.4 Light source characterisation with frequency comb
lasers

Frequency comb lasers have enabled highly accurate callibration and char-
acterisation of narrow band (optical mode bandwidth less than 1

2 frep) light
sources such as CW or other frequency comb lasers. The spectral properties
of the light source are then translated to the RF domain bymeans of a hetero-
dyne beat between the source and comb, which can be measured with con-
ventional microwave measurement equipment such as spectrum analysers,
counters and phase noise analysers.

2.4.1 Absolute CW laser frequency measurements
In order to determine the absolute frequency of a CW laser14 a heterodyne
beat is made between the output of a frequency comb laser and the output
of a CW laser. The device used for this is called a “beat unit” and it typically
first contains a means to obtain good spatial overlap between the two laser
beams. The beam direction, divergence and location all need to be equal. In
this case the electric fields overlap perfectly and a maximum interference
signal is obtainded along the beam path. If a photo diode is placed in the
beam, intensity fluctuations I(t) = E2(t) are detected which contain the sum
and difference frequencies of the CW laser mode l (with frequency ωl) and
the frequency comb modes m (with frequency ωm).

This is easily seen byworking out the equation for the intensity expressed
in electrical fields for the laser mode and a single frequency comb mode

I = E2 = (El + Em)2 = E2l + E2m + 2ElEm, (2.49)

where the cross term gives rise to sum and difference frequencies of the fre-
quency comb modes and the CW laser mode. The frequency comb laser and
CW laser modes themselves give rise to a DC component and frequency dou-
bled component both of which contribute to a DC background signal. The
cross term is written out as an example

El = E0,l cos(ωlt) Em = E0,m cos(ωmt), (2.50)

ElEm =
1
2
E0,lE0,m

(
cos(ωm + ωlt) + cos(ωm − ωlt)

)
. (2.51)

The beating between the various frequency comb laser modes themselves
gives rise to sum and difference frequencies (replace ωm with e.g. ωm+1 =

14These procedures are general andwill work for arbitrary CW frequency determinationwith
a frequency comb source.
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ωm + 2πfrep) at the lowest harmonics of frep up to the maximum detection
frequency of the photo diode. The DC background formed by frequency comb
lasermodes not contributing to the desired beat signal can saturate the photo
diode current and can therefore deteriorate the signal to noise ratio. These
frequency comb laser modes are filtered out of the optical spectrum as much
as possible before the heterodyne beat is detected, e.g. by use of a grating,
lens and slit, or an interference filter. A sketch of a beat spectrum between a
frequency comb laser and a CW laser is given in Fig. 2.2.
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Figure 2.2: a) Part of the combined optical spectrum of a frequency comb laser and CW laser output,
note the mode numbers m, m + 1, etc. Only a small frequency range is shown at an offset in the
optical spectrum, typically 100 – 400 THz. b) Microwave spectrum of the beat signal as recorded on
a spectrum analyser, note the characteristic repeated pattern of positive and negative beat signals.
The sequence is typically repeated up to the cutoff frequency of the photodiode. A single beat can
be filtered out and used for measurement or feedback purposes. The labels Δfm , Δfm−1 etc. denote

the comb modes from which the beat signals originate.

Typically only one of the heterodyne beat signals that lies in a countable
or recordable frequency range is of interest. This beat signal, with frequency
fbeat, is filtered out of the microwave spectrum and fed into the measurement
equipment. The absolute frequency of the CW laser under investigation is
given as

fl = ±fCEO + mfrep ± fbeat, (2.52)

where fCEO, frep and fbeat are microwave signals and m is the mode number of
the frequency comb laser mode involved. To obtain the absolute frequency it
is crucial to know the beat signs of fCEO and fbeat, and the mode number m. If
the CW laser under investigation has a relatively stable mode, the beat signs
can be found by changing frequency frep or fCEO while observing the change
in frequency fbeat. Two mode numbersm can be found by repeating the mea-
surement with a different frep and slight prior knowledge about the CW laser
frequency. In this case twomode numbersm1 andm2 can be found by solving
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fl1 = ±fCEO1 + m1frep1 ± fbeat1 , (2.53a)
fl2 = ±fCEO2 + m2frep2 ± fbeat2 , (2.53b)∣∣Δfl1,l2∣∣ = | fl1 − fl2 | ≡ 0, (2.53c)

which will have a unique solution in a frequency range nfrep1 around the CW
laser frequency, where

n =
frep1

frep2 − frep1
(2.54)

for integer n, otherwise a unique solution exists. In general a variation of
frep by about 0.1–1% suffices when the CW laser frequency does not drift too
much (typically < 10 kHz is sufficient) between the measurements. In prac-
tice measurement errors lead to non-integer mode number determinations
and a non-zero outcome of the comparison (2.53c).

2.4.2 Characterisation of frequency stability of CW lasers
Heterodyne beats provide themeans tomeasure both the short term and long
term characteristics of a CW laser. The border between short and long term
lies somewhere around 1 second. A caveat for short term characterisation is
that the laser with the largest phase noise, either the frequency comb laser
or CW laser, determines the measurement limits of e.g. line width measure-
ments directly on the beat note. Methods to fully overcome the limitations of
the transfer laser, in this case the frequency comb laser, have been deviced
by Telle et al. [141]. These methods have not been used for this thesis, but
are currently in development for future experiments. Some of the frequency
comb laser limits, e.g. large phase noise on fCEO, can be overcome in a simpeler
way by using a second CW laser as will be described below.

For the long term frequency stability behaviour of a CW laser, a simple
counter connected to the RF output of the beat unit is used to record fre-
quency changes of the laser, which include instabilities (e.g. due to temper-
ature) in the measurement setup. If both the frequency comb laser and the
counter are referenced to a common frequency reference, the only principle
limitations to the measurement accuracy are then the signal to noise ratio
of the system and the counter resolution. Short-term frequency fluctuations
will typically average out in 10 to 100 seconds. Long-termmeasurements are
usually displayed using an Allan deviation plot, where the two-sample Allan
deviation is plotted as a function of the counter gate time.

The short term frequency (or phase) stability is oftenmeasured as a power
spectral density recorded with a spectrum analyser if no significant ampli-
tude noise is present. More specific phase noise measurement methods that
are less susceptible to amplitude noise are available if required [142, 143]. If
the frequency comb laser has a larger phase noise than the CW laser under
investigation, a second, equally or more phase stable, CW laser can be used as
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a reference laser. If no direct beat signal between the CW lasers is obtainable,
the frequency comb laser can be used as a transfer oscillator, as long as the
CW laser wavelengths lie within the wavelength range of the frequency comb
laser output.

From the set of equations for the beat frequencies of two CW lasers l1, l2
with a frequency comb laser

fbeat1 = fCEO + m1frep − fl1 , (2.55a)
fbeat2 = fCEO + m2frep − fl2 , (2.55b)

fbeat2 − fbeat1 = m2frep − fl2 − m1frep + fl1 (2.55c)

it is seen that fluctuations in fCEO are common to both beat signals and drop
out when the difference frequency of the heterodyne beats is recorded. Fre-
quency fluctuations of m2frep are m2/m1 as large as frequency fluctuations of
m1frep, and can be accounted for when the mode numbers m1,m2 are known
and the frep signal is recorded simultaneously with the beat signals. In this
way the short term stability of CW lasers can be compared although the fre-
quency comb laser can have significant phase noise on fCEO and/or frep. As
mentioned before, Telle [141] describes a method to directly account for the
fCEO and frep fluctuations using a frequency comb source as a transfer oscil-
lator by using a direct digital synthesizer (DDS) as a fractional divider to com-
pensate for the the difference in m1 and m2.

2.4.3 Characterisation of frequency comb laser stability
The combination of two CW lasers with two frequency comb lasers, can be
used in severalways in order to characterise the second frequency comb laser.
Such an approach has been used to characterise the repetition rate stability
of a generated optical frequency comb on a CW laser described in Chapter 4.

Leaving two CW lasers free running while recording the four beat signals
with the two frequency comb lasers, will tell something about the mutual frep
stability of the frequency comb lasers. Locking both CW lasers tightly to the
first frequency comb laser while characterising the beats with a second fre-
quency comb laser on the other hand, can tell something about the mutual
fCEO and frep stability through correlations in the beat signals. By measuring
all the required beat notes simultaneously with fast photodiodes and a mul-
tichannel oscilloscope, the characterization can be carried out off-line on a
computer system.

2.5 Frequency comb spectroscopy
The term frequency comb spectroscopy is used for a number of differentways
of measuring spectra “with a frequency comb source”. In astrophysics spec-
trometers canbe calibratedbymeans of optical frequency combs [144,145]. In
traditional CW laser spectroscopy, improved accuracy can be obtained by cal-
ibration of a stabilised CW laser against an optical frequency comb [146–151]
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in stead of using the traditional etalon together with, e.g. iodine absorption
spectroscopy. A more advanced use of a frequency comb source is stabilisa-
tion of the phase or frequency of a CW laser against an optical frequency comb
(see e.g. [152]), or by use of an optical frequency comb as a transfer oscillator
against an ultra-stable laser source [141].

Thesemeasurementmodes will be referred to as indirect frequency comb
spectroscopy, because a frequency comb source is used to calibrate a CW
source, but the output of the frequency comb source itself is not used as part
of the spectroscopic method. Measurement modes where the output of a fre-
quency comb source itself is used in the spectroscopic method are called di-
rect frequency comb spectroscopy. The remainder of this section will treat
various methods of direct optical frequency comb spectroscopy, and includes
the application of direct frequency comb spectroscopy on a two level quan-
tum system.

2.5.1 Direct frequency comb spectroscopy
One technologically quite advancedmethod of direct optical frequency comb
spectroscopy capable of measuring complex spectra, is to send optical fre-
quency comb light through a sample (e.g. an atomic or molecular gas) and
then analyse the light in a Virtually Imaged Phased Array (VIPA) spectro-
meter [153] to obtain a spectroscopic fingerprint of the sample. In this case
the intensity of each mode is separately recorded, and the spectrum shows
up directly as absorption dips in the (calibrated) frequency comb laser in-
tensity spectrum. Full spectral coverage is obtained by scanning frep and/or
fCEO. This method enables accurate spectroscopy, simultaneously covering a
wide spectral range, which is particularly interesting for complex molecular
spectra.

In case of a samplewith a few transitions that aremuchnarrower than frep,
one can excite the sample with a single frequency comb, while changing fCEO
or frep to scan the combmodes over a given transition [137,154]. The recorded
signal is in this case the spectral convolution of the line shape of the comb
laser mode and the line shape of the transition, which can be broadened by
e.g. the Doppler effect, pressure, interaction time and others. The signal will
typically be fluorescence from the excited state decay [154]. Other detection
channels can be ionisation of the excited species [155] or, in case of a trapped
sample, trap loss if the excited state is not trapped. Here the ultimate limit
will be the natural line width of the transition, the amount of time available
for the measurement on an atom or molecule, the intensity stability and the
frequency accuracy and phase stability (in popular language, line width) of
the frequency comb laser.

Another possibility for direct frequency comb spectroscopy is the use of
two frequency comb laser systems as a Fourier transform spectrometer [156–
158]. The lasers will operate with a slightly different frep. In this case light
of one comb is used as a reference while the other comb is used to probe the
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sample. Alternatively the sample can be placed in the combined beam path.
The spectroscopic resolution is in this case limited by the coherence time of
the modes of the two frequency comb lasers, which must be longer than the
acquisition time (1/Δfrep). Fast acquisition times (many kHz) can be obtained.
One of the interesting applications is the real timemonitoring of themolecu-
lar composition of gasses in the so called finger print region of roughly be-
tween 3–20 μm. This type of frequency comb spectroscopy is of interest for
onlinemonitoring ofmaterial composition in the output of chemical reactors,
especially in drug synthesis processes and has amedical application in breath
analysis for detection of diseases. There are different configurations possible
of dual-comb spectroscopy, including Doppler-free spectroscopy [159–161].

2.5.2 The two-level atom model
In order to understand the electromagnetic interaction of the output of a fre-
quency comb with a spectroscopic system under investigation, a short sum-
mary of the two-level atom model is given. The artificial two-level atom is,
to first order, a good description of a real atomic or molecular electronic sys-
tem, and is widely used e.g. as a basis for perturbation theory [162]. The
two-level atom is used to numerically validate various systematic effects in
the spectroscopy on ground state transitions in helium.

Let us consider an artificial atom with only two atomic states (e.g. as
in [163–165]), the so called two-level atom, an electronic ground state wave
function |g⟩, with energy Eg and an electronic excited state wave function |e⟩
with energy Ee. The wave functions are orthogonal. The state of the atom is
now written

|ψ(t)⟩ = Cg(t)e
iEgt
ℏ |g⟩+ Ce(t)e

iEet
ℏ |e⟩ , (2.56)

the state amplitudes Cg and Ce are normalised according to

∣∣Cg(t)∣∣2 + |Ce(t)|2 = 1, (2.57)

which simply states that theprobability of finding the atom in a superposition
of the states at any given time t is 1.

The state vectors can be written explicitly as

|g⟩ =
(
1
0

)
, |e⟩ =

(
0
1

)
. (2.58)

For convenience the energy levels of this atom are chosen symmetrical
around zero. The transition frequency between the levels is given as

ω0 =
Ee − Eg

ℏ
. (2.59)
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and thus the unperturbed Hamiltonian can be written as

Ĥ0 =
ℏω0

2

(
−1 0
0 1

)
=

ℏω0

2
(|e⟩ ⟨e| − |g⟩ ⟨g|)

(2.60)

where |a⟩ ⟨a| = P̂a is the projection operator of state a.
Together with the time dependent Schrödinger equation

iℏ
∂Ψ
∂t

= ĤΨ, (2.61)

with Ψ the position and time dependent wave function, the stage is set for
interaction of a frequency comb laser signal with the two-level atom.

2.5.3 Optical Ramsey spectroscopy
To obtain the frequencies of helium ground state transitions with high accur-
acy, two pulses of a frequency comb laser were used similar to the method of
Ramsey’s microwave spectroscopy. In the latter case molecules fly through
two regions of interaction with an oscillating magnetic field (Fig. 4 in [74]),
while in optical Ramsey spectroscopy two laser pulses separated in time in-
teract with the atom. The interaction of either a two-level system with a
magnetic field or a two-level atom with an electric field belong topologically
speaking to the SU(2) group [166,167], which means that it is allowed to take
the derivation of Ramsey for magnetic fields and make substitutions for in-
teraction with an electric field.

Let a perturbation in the form of an electrical field E(t), here taken in the
form E(t) = E0 cos (ωt), be able to change the state amplitudes through the
dipole operator d̂, yielding an interaction Hamiltonian

ĤI = Vel(t) = −d̂ · E(t). (2.62)

The dipole operator d̂ determines the wave function overlap of, and thus the
coupling strength between the two states. In order to change the state am-
plitudes significantly, the frequency of the electrical field (determined by the
energy ℏω of the photons) should be within a small range around the transi-
tion frequency ω0. We take d̂ · E0 to be real and substitute d̂ · E0 = V in the
following.

The full Hamiltonian is now written out as

Ĥ = Ĥ0 + Ĥ′ =

(
−ℏω0

2 −V cos(ωt)
−V cos(ωt) ℏω0

2

)
(2.63)
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inserting in the Schrödinger equation (2.61) and explicitly writing out for
ground and excited state gives

iℏ
∂

∂t
Cg(t)e

iEgt
ℏ = −ℏω0

2
Cg(t)e

iEgt
ℏ − V cos(ωt)Ce(t)e

iEet
ℏ (2.64a)

iℏ
∂

∂t
Ce(t)e

iEet
ℏ = −V cos(ωt)Cg(t)e

iEgt
ℏ +

ℏω0

2
Ce(t)e

iEet
ℏ (2.64b)

For a given input state, the time dependent Schödinger equation with a
given Hamiltonian Ĥ, applied for a time τ is the unitary transformation

|Ψ(t0 + τ)⟩ = ei
Ĥ
ℏ τ |Ψ(t0)⟩ . (2.65)

Ramsey [70] has derived the rotation of the initial state amplitudes Cg(t0)
and Ce(t0) over an angle θ after an interaction time t0 + τ as

Cg(t0 + τ) =
{[

i cos θ sin 1
2
aτ + cos 1

2
aτ
]
Cg(t0)

−
[
i sin θ sin 1

2
aτ · eiωt0

]
Ce(t0)

}
· exp

{
i
2

[
ω −

Eg + Ee
ℏ

]
τ
}
, (2.66a)

Ce(t0 + τ) =
{
−
[
i sin θ sin 1

2
aτ · e−iωt0

]
Cg(t0)

+

[
−i cos θ sin 1

2
aτ + cos 1

2
aτ
]
Ce(t0)

}
· exp

{
− i
2

[
ω +

Eg + Ee
ℏ

]
τ
}
, (2.66b)

where according to Ramsey [70]

cos θ =
ω0 − ω

a
, sin θ =

2b
a
,

a =
√
(ω0 − ω)2 + (2b)2,

(2.67)

noting that Ramseyhas defined the interactionHamiltonian slightly different
as

Ĥ′ =

(
0 ℏbeiωt

ℏbe−iωt 0

)
, (2.68)

using complex notation for the field.
Ramsey notes that the outcome will be that of the freely evolving wave

functions of each state in case the interaction strength b is zero. The out-
come of a Ramsey experiment can now be calculated by successive applica-
tion of (2.66) with the result of the previous interaction inserted as the start
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of the next interaction. The interactions consist of interaction for time τ with
the electric field, an field-free interaction for time T − τ (where T = 1/frep),
and another interaction with the electric field for time τ .

Let me shortly elaborate on the field as introduced into the equation by
Ramsey [70]. We see from equation (1) in this reference that the assumption
ismade that the excitation field phase progresses uniformlywith a frequency
ω. This is both true in the traditionalmicrowave spectroscopy, where carehas
been taken to obtain an equal phase of themicrowave fields in the interaction
regions, and in optical spectroscopy where pulses are “cut out” of a CW laser
source which is phase coherent over time T, while the frequency is varied. If
the electric field of the pulses of a frequency comb source is used, the carrier
has a single frequency and a fixed starting phase per pulse, and the effect of
the carrier envelope offset phase shift (2.38) must be taken into account as
an additional phase shift of the electric field of the second pulse. In this case
the time between the pulses is being varied.

In order to come to a more contemporary notation and the description
of Ramsey fringes observed in an experiment we write out the equations in
matrix form while making substitutions (2.67), and substituting [165]

ω0 − ω = Δ, and a = 2ΩR (2.69)

In order to simplify the equations significantly, the Rotating Wave Ap-
proximation (RWA) is made, which excludes the fast rotating terms in the
equations. A further simplification is made by the assumption that the atom
is in the ground state (Cg(t0) = 1, Ce(t0) = 0) before application of the first ex-
citation period. Zinkstok [165] andWitte [121] introduce an additional phase
φ between the pulses as well and show that the excited state amplitude after
the second Ramsey pulse becomes

Ce(T+ τ) =
2Ce,single

ΩR

{
cos
(
ωT+ φ

2

)
·[

ΩR cos (ΩRτ) cos
(
τΔ
2

)
+

Δ
2
sin (ΩRτ) sin

(
τΔ
2

)]
− sin

(
ωT+ φ

2

)
·[

ΩR cos (ΩRτ) sin
(
τΔ
2

)
− Δ

2
sin (ΩRτ) cos

τΔ
2

]}
. (2.70)

Under assumption of a low excitation rate (V ≪ Δ, ΩR ≈ Δ/2) the expression
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for the excited state amplitude turns into

Ce(T+ τ) ≈
4Ce,single

Δ

{
cos
(
ωT+ φ

2

)
·

Δ
2

[
cos2

(
Δτ
2

)
+ sin2

(
Δτ
2

)]
− sin

(
ωT+ φ

2

)
Δ
2
sin(0)

}
≈ 2Ce,single cos

(
ωT+ φ

2

)
(2.71)

yielding the equation for the transition probability |Ce(T+ τ)|2 as

Pg,e ≈ 4
∣∣Ce,single∣∣2 cos2(ωT+ φ

2

)
. (2.72)

The additional phase φ will in our case be φCEO to which, in case of the
XUV spectroscopy, residual differential phase shifts on the fundamental, in-
troduced by e.g. the amplifier, lenses and windows, are to be added.

2.5.4 Full repetition rate frequency comb spectroscopy
The interaction of frequency comb laser output with an atom can be viewed
upon from various standpoints. One way of describing the interaction, which
is commonly used, is to look at a frequency comb laser with a pulsed output
field and describing the interaction with the atom in a picture in which each
pulse can interfere with the atomic state vector, which then progresses at it’s
transition frequency in the mean time. If the carrier wave of the subsequent
pulses is in phasewith the transition frequency, each pulse can constructively
interfere and a significant fraction of the upper state is populated after time t.

Zinkstok and Witte [168, 169] described the interaction of n pulses by the
alternating application of the pulse operator M̂pulse and the field free evolu-
tion operator M̂free as in

|ψn⟩ = M̂pulse,n · M̂free · M̂pulse,n−1 . . . M̂free · M̂pulse,1 |ψ0⟩ , (2.73)

in which the final state vector |ψn⟩ results from application of n pulses to
the initial state vector |ψ0⟩. The case of only two pulses interacting with the
atom, we retrieve the Ramsey signal as described in the previous section.

In the approximation of a weak interaction, the upper state population
for an N pulse interaction can be derived [168, 169] as

|Ce,N|2 = N2 ∣∣Ce,single∣∣2
∣∣∣∣∣
N−1∑
n=0

ein(ωT+ϕ)

∣∣∣∣∣
2

. (2.74)
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Note that the excitation probability is linear in the intensity, I = |E|2, of the
field used in the excitation. Witte proves that this equation can be regarded
exact in the parameter range for the XUV spectroscopy on helium described
in Chapter 6.

Another way of describing the interaction is that of an array of CW lasers
all with their own spectral phase φm and a certain detuning from the transi-
tion frequency. The interaction of each frequency comb mode with the two-
level atom leads to Rabi oscillations, that interfere to yield the final atomic in-
version after an excitation time t. Time t can be limited by various factors, e.g.
atoms moving through the beam or a trap time of an atomic ensemble [170,
171].

2.6 Direct frequency comb spectroscopy in the XUV
A frequency comb can be converted to shorter wavelengths using methods
like frequency doubling and sum frequencymixing. The wavelength limit for
these processes, in which one typically uses non-linear crystals, lies around
200 nm (BBO), although crystals with high non-linear index and transparency
at lower wavelengths like KBBF and CBBF are being developed in China [172–
174]. For even shorter wavelengths, one can use harmonic-generation or fre-
quency mixing in gas sources, although the non-linear harmonic yield will
decrease rapidly for higher orders. A special technique makes it possible to
go to even shorter wavelengths and is called High-order Harmonic Genera-
tion (HHG) [175, 176].

At the time of writing, twomethods for frequency comb generation in the
extreme ultraviolet (XUV) are available that can generate enough XUV light
for use in spectroscopic applications. The first method, used by the author,
uses an optical parametric amplifier (OPA) to amplify pulses of a Ti:Sapphire
frequency comb laser to the mJ level. Amplification in the OPA has a phase
stability that is high enough to use in time-domain Ramsey spectroscopy [69,
177]. This method has lead to, in our knowledge, the first direct frequency
comb spectroscopy in the XUV region (wavelengths well below 100 nm) on
the 1s2 1 S0 – 1s{4,5}p 1 P1 transitions in neutral helium around 51.5 nm [155,
178]. Subsequently it was shown (see Chapter 5) that this method is not lim-
ited to a narrow wavelength range, but can be applied over a large range of
wavelengths at several harmonic orders [179].

This technique was developed further by Jonas Morgenweg, who imple-
mented variable delay double-pulse amplification [180]. In this case pulses
can be amplified at multiples of the comb repetition time, without affect-
ing the phase of the pulses (at a few mrad level). This means that not only
one, but a series of Ramsey signals can be obtained for a wide range of time
delays. Therefore this method is now called the “Ramsey-comb spectros-
copy” [181, 182]. Because the phase shift (e.g. due to the OPCPA) is constant,
it drops out of the analysis of the signals, leading to a strongly improved ac-
curacy. Moreover, due to the increased time delay T now possible, the ac-
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curacy also improves proportionally to this delay. More details can be found
in [181, 182].

However, with this technique difficulties can arise due to phase deviations
introduced in the HHG process by ionisation of the medium. In that case the
phase shift is possibly not constant as a function of delay T. It is expected
that this can be solved by using pulses spaced by more than ∼ 150 ns since
the ionised gas sample is replaced completely with a non-ionised sample due
to the pulsed gas beam.

The second method capable of producing enough XUV for spectroscopic
applications [183] is based on the amplification of a full repetition rate fre-
quency comb and subsequent intensity amplification by use of an enhance-
ment cavity. A gas jet is placed in the focus of the enhancement cavity to en-
able HHG in the steady state plasma. The generated XUV can be coupled out
of the cavity by means of a grating or a mirror with a centred hole [183–185].

2.6.1 High-order harmonic generation
Frequency conversion from the IR to the extreme ultraviolet (XUV), can be
obtained through a high-order harmonic generation (HHG) process. To this
end the amplified frequency comb laser beam is focused in a noble gas jet
to produce a frequency comb at various harmonics of the fundamental fre-
quency.

Most of the properties of the spectra generated during HHG can be un-
derstood by the so called “simple man’s model” or three step model pro-
posed by Corkum [175]. A quantum mechanical description was then given
by Lewenstein [176] confirming the appropriateness of the three step model.
Seres [186] developed an extension to the model, which further explains un-
predicted behaviour seen in some experiments as signs of parametric amp-
lification, due to the transverse components of the electron current induced
by the laser radiation.

In the “simple man’s model” the HHG process occurs in three steps (see
Fig. 2.3). Due to the presence of the strong electrical laser field, the atomic
potential is modified significantly, and an electron (actually an electron wave
packet) can tunnel out of the atomic potential (step 1). The electron, now
no longer bound to the atomic core, is accelerated away from and then back
to the atomic core due to the strong electric field of the laser (step 2). The
electron thereby gains energy due to the work done by the electric field. If
the electron, on it’s re-encounter with the atom, recombines with the atomic
core, the excess energy can be released as a high-energy (short wavelength)
photon (step 3). Due to the fact that thewhole process is driven by the electric
field of the laser and energy is conserved, the generated radiation is coherent
with the driving field.

The excess energy of the electron upon recombination can in most cases
be expressed by the particularly simple equation (see [176])

Uexcess ≃ 3.17Up + 1.32Ip (2.75)
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Figure 2.3: Illustration of the three steps in the high-order harmonic generation process. a) An
electron tunnels out of the atomic core because of the deformed atomic potential caused by the
driving field. b) The electron (now treated as a classical particle) is accelerated on the electrical
field of the driving wave, it ends up with a certain excess energy at the position of the atom. c) The
electron recombines. A high energy photon of ℏω = 3.17Up + Ip (depicted in red) is released due

to conservation of energy.

whereUp is the ponderomotive energy and Ip is the ionisation potential of the
atom, which is valid when Ip ≪ Up. The ponderomotive energy is given by

Up =
E2

4ω2 (2.76)

and depends on the electrical field strength E and the angular frequency ω of
the light field. Only odd harmonics are generated due to the isotropic nature
of the medium (typically a noble gas) in which HHG is performed. The first
few harmonics rapidly decrease in intensity with harmonic order. These har-
monics can still be described by the classical perturbative approach based on
non-linear susceptibilities. Next a plateau region, where all harmonics have
an almost equal intensity, extends up to Uexcess. Higher harmonics fall off in
intensity quickly. This curve is schematically depicted in Fig. 2.4.
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Figure 2.4: A sketch of a HHG spectrum, the line gives the intensity for the harmonics, but each
harmonic need not have a wide spectrum, e.g. in the XUV spectroscopy experiments the spectral
width of a harmonic order is typically between 6 nm for the fundamental and 0.1–0.2 nm for the

cut-off harmonic at Uexcess and is thus much narrower than the inter-harmonic spacing.
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In particular the fact that the HHG process is highly coherent, means that
a frequency comb at the fundamental frequency gets transferred to each of
the harmonic ordersM as

fn = MfCEO + nfrep, (2.77)

where it is noted that the frequency spacing between the comb modes is
not dependent on the harmonic order, but the offset frequency has changed.
That frep should be independent of the harmonic order can be understood by
realising that the pulse repetition rate at the harmonic order is not changed
by the HHG process. However the carrier offset for each harmonic is mul-
tiplied by the harmonic order solely due to the fact that the phase of the
generated harmonic evolves atM times the speed of the fundamental, which
implies that the phase offset with respect to the envelope is shifted M times
faster (illustrated in Fig. 2.5).
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Figure 2.5: An illustration of the carrier envelope offset phase of the fundamental and the third and
fifth harmonic. Time and amplitude are in arbitrary units. With the carrier envelope offset phase
Δφ = 0.5π it is conveniently seen (note the flank of the carrier at the centre of the second pulse)
that at the fundamental (top) the phase slip is 0.25 cycles, at the third harmonic (centre) it is 0.75
cycles and at the fifth harmonic (bottom) it is 1.25 which is equivalent to 0.25 cycles. The dotted

insets shows the carrier of the first pulse in the second pulse.

The description of the ionisation step has been well established. Perelo-
mov [187] and Ammosov [188] extend the seminal article about strong field
ionisation by Keldysh [189] for AC electrical fields. Reiss (e.g. [190]) has done
extensive work in this field as well.15 Lewenstein [176], whom I will closely
follow in presenting the basic theory behind HHG, restricts his treatment to
a regime where the Keldysh parameter γ =

√
Ip/2Up is smaller than one and

where Ip is much larger than the photon energy ℏω. Moreover Up is compar-
able to, or larger than Ip, but Up is still lower than the saturation level Usat

15An overview of the state of the field of above-threshold ionisation not long before Lewen-
stein can be found in [191].
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where all atoms are ionised. This is exactly the regime used in the HHG gen-
eration in the XUV spectroscopy.

Starting with the time-dependent Schrödinger equation (2.61) with a po-
tential function existing of the atomic core potential Va(r) and a time de-
pendent dipole potential (in atomic units, energy in units of photon energy)

V = Va(r)− rE0 cos(kr− ωt)x̂, (2.78)

where E0 cos(kr − ωt)x̂ is the electrical field polarised in the x direction,
the Schrödinger equation for the active electron is written out in the length
gauge (kr ≫ a0 with a0 the Bohr radius) as

i
∂

∂t
Ψ(r, t) =

(
−1
2
∇2 + Va(r)− xE0 cos(ωt)

)
Ψ(r, t). (2.79)

The wave vector Ψ consists of the (typically spherical) atomic ground
state |0⟩ and kinetic momentum states |v⟩ in the continuum. The core po-
tential influence on the free electron and the coupling between bound states
are neglected. The coupling between continuum states ⟨v| r |v′⟩ can partially
be treated exactly [176]. The coupling between the ground state and a kinetic
momentum state is given by the dipole matrix element

d(v) = ⟨v| r |0⟩ . (2.80)

The wave vector can now be written as

|Ψ(t)⟩ = eiIpt
(
a(t) |0⟩+

∫
b(v, t) |v⟩ d3v

)
, (2.81)

where a(t) ≃ 1 is the ground state amplitude and b(v, t) themomentum state
amplitudes. The Schrödinger equation can then be expressed in b(v, t) and a
solution found. Via introduction of a canonical momentum p = v−A(t)with
a vector potential A = −E sin(t) · x̂ and reducing the dipole matrix element
to the x direction as d(v) · x̂ = dx(v), the equation for the x component of
the time-dependent dipole moment x(t) (remember we work in a.u.) can be
found as

x(t) = i
∫ t

0
dt′
∫

d3p E cos(t′)dx
(
p− A(t′)

)
× dx∗

(
p− A(t)

)
e−iS(p,t,t′)

+ c.c., (2.82)

where dx∗ is the complex conjugate of dx and

S(p, t, t′) =
∫ t′

t

(
|p− A(t)|2

2
+ Ip

)
dt′′, (2.83)
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is the quasi-classical action.
Lewenstein interprets Eq. 2.82 in the following way. The term E cos(t′)dx(

p − A(t′)
)
is the probability for the electron to appear in the continuum.

The term e−iS(p,t,t′) is a phase gained by the dipole with respect to the driving
field due to the quasi-classical action while the electron is in the continuum.
After it’s roundtrip the electron recombineswith the atomwith an amplitude
dx∗
(
p− A(t)

)
.

The gradient of the action with respect to the momentum equals the dif-
ference in position of the electron before and after the action took place. The
stationary points of the action are thus

∇pS(p, t, t′) = r(t)− r(t′) = 0, (2.84)

which means that an electron leaving the atom at place r is re-colliding with
the atom at this same position. The electron is expelled into the continuum
only in the vicinity of the atom and can only recombine in the vicinity of the
atom, where vicinity roughly coincides with a0, the Bohr radius.

Introducing the return time of the electron to the core as τ = t − t′ the
integral of (2.82) can be solved by means of a saddle-point method. The sta-
tionary values of canonical momentum pst. and quasi-classical action Sst.(t, τ)
are

pst.(t, τ) =
E
(
cos(t)− cos(t− τ)

)
τ

(2.85)

and

Sst.(t, τ) =
1
2

∫ t

t−τ
dt′′

(
pst. − A(t′′)

)2
= (Ip + Up)τ − 2Up

(
1− cos(τ)

)
τ

− UpC(τ) cos(2t− τ)
(2.86)

with
C(τ) = sin(τ)− 4 sin2(τ/2)

τ
. (2.87)

The value 2 |C(τ)| (Fig. 2.6) is the quantum equivalent of the kinetic energy
gain (ΔEkin/Up) in the classical approach. This equation in essence shows the
energy gain for electron paths of duration τ .

Note that electrons can be out for several periods of the driving field.
Upon each encounter with the parent ion, the electron can either recombine
and produce harmonic radiation, or be scattered to a permanently ionised
state (in which case it is lost for the HHG process). Another factor is diffu-
sion processes that cause the wave function of long living electrons to spread
out spatially, reducing the overlap with the core, so that they are effectively
lost to the HHG process. The stationary point of the quasi classical action lies
exactly there where electrons appear in the continuum with zero velocity.

In practice, radiation of two paths will be seen, the so called short (0 <
τ < τpeak) and long path (τpeak < τ < 2π). From Eq. (2.87) it is also seen that
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Figure 2.6: Graphical representation of 2 |C(τ)|. It is seen that the function C(τ) has it’s first min-
imum for τ = 2π , which means that this is a minimum for the action Sst.(t, τ). Therefore the
quantum paths contributing to the highest harmonics (highest value of C(τ)) have return times
smaller than 2π . Electron trajectory paths left of the dashed line are called “short” paths and to
the right (up to 2π for the energy maximum) “long paths”. The short and long paths join at the

maximum excess energy 2 |C(τ)| ≈ 3.17.

there is only one return time, and thus one quantum path, at τpeak ≈ 4.08
where the emitted radiation has the highest energy as given by Eq. (2.75).
For this return time the short and long quantum path join. Radiation gener-
ated by the short and long path show a different spatial distribution in the
plane perpendicular to the propagation axis of the fundamental. Radiation
generated from the short path is more collimated than radiation from the
long path.

2.6.2 Intensity dependent phase shift of generated harmonics
The carrier phase of the generated harmonic radiation can be related to the
long and short paths taken by the electrons in the HHG process [175,176,192–
194]. The phase accumulated over such a path depends on theGouy phase and
the classical action integral S(p, t, t′) of the electron [192–194] and is there-
fore intensity dependent. The phase stability of the generated harmonic ra-
diation thus depends on the intensity stability of the fundamental.

Lewenstein [193] shows that the intensity dependent phase of the gen-
erated harmonics can be approximated by a piecewise linear function while
Salieres [192] describes the position dependent properties of the HHG pro-
cess. The phase is most stable for harmonics generated in the region behind
the focus, where phase matching favours the short path. It is in this region in
the laser beam that frequency chirp due to the intensity dependence on the
generated harmonic radiation is minimal.

The phase of the emitted XUV beam can, for the higher harmonics, be ap-
proximated by a linear relationship between the intensity of the fundamental
and the phase of the harmonic generated [192–194], which is in essence equal
to the atomic dipole phase. Corsi [194] has modelled and measured these
phase coefficients for various intensities and noble gasses using the equation

φl,s
q (r, t) = −α l,s

q I(r, t) (2.88)
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where α l,s
q is a coefficient depending on the harmonic order q and the long or

short quantumpath, and I(r, t) is the intensity of the fundamental laser pulse.
Since the coefficients α are correlated to the return time of the electrons, the
coefficients of the long and short pathswill be equal for the harmonics gener-
ated at the cutoff. In practice, one can choose the phase matching conditions
in the HHG such that either the long or short free electron path is favoured
or such that harmonics on both paths are generated.

We have used these measured values to derive estimates of the phase sta-
bility of the HHG process used in atomic spectroscopy described in chapter 5.

2.6.3 Direct frequency comb spectroscopy in the XUV

We have applied the method of high-order harmonic generation to create an
XUV frequency comb laser. As mentioned, the HHG process is coherent. If
we use the pulses from a frequency comb laser as a driving field for HHG,
the higher order harmonics have a fixed phase relation to the driving pulse.
However, the peak intensity for HHG needs to be in the order of 1014 W/cm2,
and this means the output of a frequency comb laser needs significant amp-
lification to be able to drive this process.

Witte and Zinkstok [121, 165] have built an optical parametric amplifier
system that could amplify single few-cycle pulses from a pulse train emit-
ted by a traditional Ti:Sapphire frequency comb laser to TW peak power (mJ
pulse energy). The frequency comb laser that was used had a frep in the or-
der of 100–200 MHz, while the amplifier amplified single pulses at a rate of
about 30 Hz. Later, Renault [195], Kandula [196] and Gohle [155] modified this
setup for relatively narrow band but phase stable amplification of pulse pairs
(two consecutive pulses from the frequency comb seed laser) for Ramsey fre-
quency comb spectroscopy.

This laser system, of which the details have been described elsewhere
[121, 165, 195, 196], has been the basis for spectroscopy of ground state tran-
sitions in helium (Chapter 6) and the demonstration of the wide wavelength
range this system can cover (Chapter 5) using various HHG gas targets like
xenon and krypton.

The actual spectroscopy takes place in a crossed beam experiment, as
shown in Fig. 2.7. After excitation of the atom with two frequency comb
pulses, the excited state population is measured via ionisation of the excited
atoms and detection of the ion signal by a channel electron multiplier tube
on top of a time-of-flight mass spectrometer.

The relativeXUV intensity in the excitation harmonic of the spectroscopy
pulses is determinedby analysis of theHGG radiationwith anXUVmonochro-
mator and aphotonmultiplier tube. The fullmethodologyhas beendescribed
by Kandula [178, 196]
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Figure 2.7: Overview of the HHG generation and XUV spectroscopy in a crossed beam experiment.
The high-order harmonic generation takes place where the fundamental is focused in a gas jet. The
phase matching is optimised for the generation of short-path harmonics. The XUV is separated
from the fundamental by use of an aperture, in the image plane of a centred circular beam block
placed in front of the focusing lens. TheXUV radiation is then crossedwith a skimmedheliumbeam
and an ionisation beam (left over of the fundamental of the OPA pump system). Excited atoms are

ionised and extracted in a time-of-flight mass spectrometer and ion counting system.

2.7 The helium atom
With the advent of quantum mechanics, the electronic properties of atoms
could be described more accurately than by use of classical laws of electro-
dynamics (the “planetary” model [197], where electrons circulate around a
nucleus). The quantum mechanical description of atoms was a major break-
through, followed by another breakthrough when quantum electrodynamics
(QED) theory was first applied in the late 1950s.

Unlike the hydrogen atom, helium cannot be described fully analytically.
One needs to rely on perturbation theories in the mathematical approxima-
tion of the atomic properties. This is one reason why helium is such an in-
teresting system. Continuously increasing accuracy of spectroscopic exper-
iments has been the main driving force behind improvements in theoretical
description ofmatter, leading to the development of quantummechanics and
field theories like QED. Another interesting aspect of helium is that it has two
stable isotopes, 4He and 3He. A comparison of experimental outcomes can
than tell something about e.g. the nuclear size difference (charge radius).

In this section we recall some of the basics about the calculation of the
electronic levels in helium. An extensive treatment of QED theory for helium
unfortunately goes beyond the scope of this thesis.

The treatment of the helium atom would be trivial if it could be approx-
imated as two electrons moving in the central field of the nucleus, without
interaction with each other. In this case the Hamiltonian becomes a two elec-
tron version of the hydrogen Hamiltonian and is written

H =
n∑

i=1

(
p2i
2me

− Ze2

4πε0ri

)
(2.89)

with n = 2 for the number of electrons in helium, and the proton number
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Z = 2which accounts for the core charge of helium. Thewave functionwould
in this case be a simplemultiplication of thewave functions of hydrogen [198]

ψ =
2∏

i=1
ψni limi

(ri). (2.90)

There are two problems with this approach, one, the electron is a fermion, in
which case the wave function of the two-electron system must be antisym-
metric, and two, the potential seen by one of the two electrons does not only
include the core, it also includes the other electron.

The antisymmetric nature of the wave function gives rise to the existence
of a spin singlet–triplet system of levels. Helium is special in the sense that
these systems are almost completely decoupled for the lowest atomic levels.
Helium is said to have an almost pure spin-orbit, or LS, coupling, which re-
flects itself in the notation of the atomic state (appendix A.6). This gives rise
to very narrow transitions between these systems and makes that the lowest
lying state of the triplet system has a lifetime of about 8 × 103 seconds be-
fore it decays to the ground state via spontaneous emission. This type of long
lived states are called metastable.

The electron – electron interaction can be treated as a perturbation on
the non interacting system, which will shift the ground state energy to first
order from -108.8 eV (two times an electron bound to a 2e charged core) by
about 34 eV, without taking “screening” of the core potential by one electron
“perceived” by the other electron into account. The first order perturbation
calculation for the electron – electron interaction in the non-degenerate ap-
proximation uses the electron – electron potential

Vp =
e2

4πε0 |r1 − r2|
(2.91)

where the energy of state k, Ek is written as (see e.g. [199])

E(1)k = E(0)k +
⟨
ψ(0)

k

∣∣∣Vp

∣∣∣ψ(0)
k

⟩
(2.92)

with E(0)k the energy and ψ0
k thewave function of the unperturbed state k. The

first order energy shift for the electron – electron interaction in helium then
yields

ΔE(1)k = E(1)k − E(0)k

= ⟨ψ100| ⟨ψ100|
e2

4πε0 |r1 − r2|
|ψ100⟩ |ψ100⟩

≈ 34eV.

(2.93)

where |ψ100⟩ |ψ100⟩ is the unperturbed ground state wave function according
to equation 2.90.
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The wave function ψ(1)
k (with first-order correction) can now be recon-

structed as [199]

ψ(1)
k = ψ(0)

k +
∑
j̸=k

⟨
ψ(0)

j

∣∣∣Vp

∣∣∣ψ(0)
k

⟩
E(0)k − E(0)j

ψ(0)
j . (2.94)

This wave function is used to obtain the energy shift for the second-order
perturbation

ΔE(2)k = E(2)k − E(1)k =
∑
j̸=k

⟨
ψ(0)

j

∣∣∣Vp

∣∣∣ψ(0)
k

⟩
E(0)k − E(0)j

⟨
ψ(0)

k

∣∣∣Vp

∣∣∣ψ(0)
j

⟩
, (2.95)

which can be used again to calculate the second-order correction to the wave
function.16

Surprisingly this approach of adding perturbations to the non-relativistic
Schrödinger equation is still usefull for the most accurate calculations on he-
lium today. This is because there are no bound state solutions of the fully re-
lativistic Dirac equation for helium. Modern approaches to approximate the
energies of the states of helium and helium-like systems with high-accuracy
will however start off with the time independent three-body Schrödinger
equation[

1
2M

p2N +

2∑
i=1

(
p2i
2me

− Ze2

4πε0 |rN − ri|

)
+

e2

4πε0 |r1 − r2|

]
ψ = Eψ, (2.96)

which takes into account the shift of the centre of mass of the system due to
the electron positions.

An approximation of the energy eigenvalues of this system can be given
by the use of the Rayleigh-Ritz variational principle, with a suitable basis-set
of trial functions, e.g. the Hylleraas basis set [200,201] proposed in 1928. The
level energies can than be computed using

Etr =
⟨ψtr|H |ψtr⟩
⟨ψtr| ψtr⟩

, (2.97)

with ψtr the trial wave functions for the Hamiltonian H. The level energies
thus found are but a start, corrections are computed for, among others, re-
lativistic effects like fine structure and finite mass and e.g. higher-order spin

16The first- and second-order perturbation theory are used to derive equations for the Zee-
man and Stark shifts of the electronic states of a two-level atom in Sec. 2.8, and are then calcu-
lated for ground state transitions in helium in Chapter 6.
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dependent terms. The anomalous magnetic moment of the electrons and
other quantum electrodynamic (QED) corrections are of particular interest.
Such shifts are commonly known as the Lamb shift17, after Willis Eugene
Lamb who measured these shifts for the first time on the 2S–2P transition
in hydrogen. The QED corrections describe the influence of vacuum fluctu-
ations on the atom.

In order to understand this influencewe need theHeisenberg uncertainty
principle [202] in quantum mechanics. The uncertainty principle states that
the position q and momentum p of a particle can not be accurately measured
at the samemoment in time due to the noncommuting nature of observables
in the Schrödinger equation. The product of the measured standard devi-
ations (Δ) of the two conjugate quantities like position and momentum al-
ways relates as

ΔqΔp ≥ ℏ
2
. (2.98)

or for energy (E) and time (t)

ΔEΔt ≥ ℏ
2
. (2.99)

The latter relation states that on short timescales (having a small Δt) the en-
ergy of a system has a sizeable uncertainty.

Einstein has shown the equality of energy andmass (the famous E = mc2).
The latter means that particles of a certain energy or mass are allowed to
come into existence for a certain time (as long as ΔEΔt < ℏ/2), without viol-
ating the conservation law of energy. This are so called virtual particles, or
vacuum fluctuations. It is Feynmanwho introduced a particularly simpleway
of describing the interactions between charged particles, the domain of QED,
by means of diagrams that now bear his name. Note that for all interactions
the common conservation laws hold.

Of these quantum electrodynamic processes the electron self-energy and
the so called vacuum polarisation terms yield the largest contributions to the
level energies of an atomic system. Feynman diagrams for these two terms
are given in Fig. 2.8.

The self energy of the electron is given by creation and annihilation of a
virtual photon, which gives momentum kicks to the electron upon creation
and annihilation. The resulting motion gives an effective size to the other-
wise point-like electron. This effective electron size reduces the interaction
of the electron with the nucleus slightly compared to that of an ideal point-
like particle. Because the normal way of solving the Schrödinger equation
does not include this effective size of the electron, it can be included by treat-
ing it as a perturbation and it gives rise to a shift of the atomic energy levels.

In the same way the vacuum polarisation, in which a virtual photon con-
verts into a virtual electron – positron pair that forms a dipole that shields

17The Lamb shift includes the relativistic shifts.
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Figure 2.8: Feynman diagrams for the lowest order QED contributions. a) The electron self energy.
b) The vacuum polarisation. Lines represent particles with mass, wiggly lines represent photons,

dots interaction points, while the interaction sequence takes place in the order left to right.

in part the electrical interaction between the electron and the nucleus, gives
rise to a shift in the atomic energy levels. Both effects are largest when the
electron interacts stronger with the nucleus. This is the case in the s states
(see A.6), especially thosewith the lowest principle quantumnumber. QED ef-
fects quickly decreasewith higher principle quantumnumbers and for higher
orbital angular momentum states, since the probability of the electron to be
inside the nucleus quickly decreases in these cases.

Contribution Magnitude Relative magnitude

Nonrelativistic energy Z2 1.0e+00
Mass polarization Z2μ/M 1.4e-04
Second-order mass polarization Z2(μ/M)2 1.9e-08
Relativistic corrections Z4α2 2.1e-04
Relativistic recoil Z4α2μ/M 2.9e-08
Anomalous magnetic moment Z4α3 1.6e-06
Hyperfine structure Z3glμ2

0 9.5e-12
Lamb shift Z4α3(ln α) + . . . -7.6e-06
Radiative recoil Z4α3(ln α)μ/M -1.0e-09
Higher order QED Z5α4 + . . . 2.3e-08
Finite nuclear size Z4 ⟨̄rc/a0⟩2 4.0e-09

Table 2.2: Relative magnitude of the various contributions of Table 1 in Drake et al. [203], relative
to the Nonrelativistic energy (for Z = 2). Because these values only indicate the size of the effects

only two digits are displayed.

In order to get a feeling for the size of the various contributions to the
total atomic energy in helium, the size of the various contributions of Table 1
of Drake [203] are displayed relative to the nonrelativistic energy of the atom
in Table 2.2. Table 2.3 shows calculated correction values from Drake’s [203]
Table 3 and 4 for the lowest levels of helium. This table contributes to an
easy understanding of the order of magnitude of the various effects for the
spectroscopist.
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Contribution 11S0 21S0 21P1
μc2α2 −5 945 405 676.717 −960 331 428.608 −814 736 669.940
μc2α2 (μ/M)mp 143 446.256 8 570.430 41 522.201
μc2α2 (μ/M)2mp −58.146 −16.772 −20.800
μc2α4 16 901.706 −11 969.811(1) −14 022.122
μc2α4 (μ/M)ms −154.761 −14.832 −8.509
μc2α4 (μ/M)mp 53.370 9.845 3.775
ΔEnuc 29.70(3) 1.995(2) 0.064
ΔEQED 41 284(36) 2 809.9(1.7) 48.0(1.0)
Total −5 945 204 175(36) −960 332 037.9(1.7) −876 106 246.8(1.0)

Table 2.3: Contributions to the level energy according to Drake et al. [203]. Energies are given in
MHz, multiplication with Plancks constant h gives the exect level energy. Contributions are: Non-
relativistic reduced mass isotope shift μc2α2 , nonrelativistic first order mass polarization correc-
tion μc2α2 (μ/M)mp , nonrelativistic second-order mass polarization correction μc2α2 (μ/M)2mp ,
lowest order relativistic corrections μc2α4 , relativistic finite mass correction due to mass scaling
μc2α4 (μ/M)ms , relativistic finite mass correction due to mass polarization μc2α4 (μ/M)mp , finite
nuclear size correction ΔEnuc and quantum electrodynamics shift ΔEQED up to largest contributions

of order μc2α6 .

A comprehensive overview of theoretical and calculational techniques for
derivation of atomic energies are given in various chapters of [204] and more
background can be obtained from the references therein. More recent the-
oretical developments can be found in [88, 205–208] in which e.g. QED per-
turbations have been fully calculated up to the sixth order of alpha [88]. A
partial historical overview of measured and calculated ground state energies
of helium is given in appendix B.

2.8 Systematic effects in atomic spectroscopy
In this section the theoretical basis used to calculate systematic effects that
are present during the spectroscopic determination of the ground state enery
of helium (Chapter 6 and it’s appendix) are recalled. In section 2.5.2 and 2.5.3
the two-level atom and atomic dipole transitions were introduced as a model
atomic system. These approximations are a good approximation of a real
atomic system like helium and can therefore be used to calculate various per-
turbations (systematic effects) that can occur in atomic systems during spec-
troscopic measurements.

2.8.1 Stark effect
Due to the presence of electrical fields during optical excitation of an atom,
the atomic levels are shifted in energy. This is termed the Stark effect, since it
was first observed by Stark [209] and experimentally treated by Epstein [210]
in the old quantum theory. A treatment of the Stark effect in the new quan-
tum theory [12] has been given by, among others, Schrödinger, Pauli and Ep-
stein [211–213].
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The presence of DC and AC electrical fields in our experiments, e.g. rem-
nants of the extraction fields in the interaction zone, stray light and the ex-
citation lasers (especially true in the case of Raman excitation), will cause
energy shifts of the atomic states. Since these shifts can not always be deter-
mined experimentally by varying the laser intensity, it is useful to calculate
these shifts in order to have a theoretical estimate, which can be compared
to the experimental uncertainties.

The calculation of the DC and AC Stark shift, will loosely follow the books
of Hertel [162] (from §8.5) and Sobelman [214] (from §7.1).

The DC Stark effect
The induced dipole moment for a homogeneous electrical field, setting E ∥ z
which defines a quantization axis z on the atom, and given a radial potential
and a single “Leuchtelektron”, is conveniently written in spherical coordin-
ates as

H′(r, t) = Vel(r, θ,φ) = er · E = eErC10(θ,φ) = eErC10(θ), (2.100)

with C10(θ,φ) the normalised spherical harmonic, there is no dependence of
Vel(r) on φ.

Depending on the size of the perturbation we can distinguish linear and
quadratic Stark effects. If the perturbation is much larger than the non-
Coulomb part of the effective potential (⟨Vel⟩ ≫ ⟨VnC⟩) in a multi-electron
system the external electrical fieldwill lift the L-degeneracy resulting in a lin-
ear Stark effect. If on the other hand, the non-Coulomb potential has already
lifted the L-degeneracy (⟨VnC⟩ ≫ ⟨Vel⟩), an additional external electrical
field will have no effect in first order and will result in a quadratic Stark ef-
fect [215]. The latter is the case in helium.

The second-order DC Stark shift can be written (see section A.5) as

ΔE(2)k = |eE|2
∑
j̸=k

∣∣zkj∣∣2
E(0)k − E(0)j

, (2.101)

where zjk is a measure for the strength of the transition. In order to calculate
the Stark shift for one photon transitions in helium, we take the calculated
transition probabilities from Theodosiou [216, 217]. Theodosiou defines the
absorption oscillator strength from level γJi to γJk as

fki =
2
3
ΔE |⟨γSLJk∥D∥γSLJi⟩|

2

2Ji + 1
(2.102)

inwhich D = er is the dipole operator and 2Ji+1 accounts for themultiplicity
of the lower level. Combining equations (2.101) and (2.102) the total DC Stark
shift of level k can nowbe calculated as the sumover all levels i that couple via
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the dipole interaction. Additionally we take into account the different unit
systems chosen by the authors.

ΔE(2)k =
∑

i

± |eE|2 3 (2Ji + 1)
2me

Ji∑
Mi=−Ji

fki
ω2

ki

(
Ji 1 Jk

−Mi q Mk

)
, (2.103)

withM the magnetic quantum number. The level shift is positive if level Ei <
Ek and negative otherwise. The polarization of the light is included as q =
0±1 in the three-J symbol, and is 0 for linearly polarized light in the direction
of the quantisation-axis (= z), Mk = Mi since we only take into account the
multiplicity of the lower state, that is, the multiplicity (see e.g. [218]) of the
higher state is included in fki.

The AC Stark effect
If we now define the AC electrical field as

E(r, t) = i
2
E0
(
e ei(kr−ωt) − e∗e−i(kr−ωt)

)
, (2.104)

we apply the following approximation based on the fact that λ ≫ ratom which
means kr ≪ 1,

E(r, t) = i
2
E0
(
e e−iωt − e∗eiωt) . (2.105)

Considering that the overall phase of the field is not important the perturb-
ation of the electrical field now becomes

V = DE = erE (2.106)

Following the calculation for the DC Stark shift with our AC perturbation
yields

ΔE(2)k =
∑

i

±1
2
|eE0|2

3 (2Ji + 1)
2me

Ji∑
Mi=−Ji

fki
ω2

ki − ω2

(
Ji 1 Jk

−Mi q Mk

)
, (2.107)

where E0 is the peak field strength, and ω is the frequency of the AC field,
which is for example the frequency of the fundamental light in theHHG setup.

2.8.2 Zeeman effect
In the presence of a magnetic field B, the atomic levels can shift depending
on the polarization of the light and the sensitivity of the atomic level given
by the Lande g-factor. The perturbation Hamiltonian for the Zeeman shift,
when the quantisation axis is chosen along z, can be written for weak fields
as

VB =
⟨
V̂B
⟩
= gJμBMJB, (2.108)
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where gJ is the Lande g-factor, μB is the Bohrmagnetonwith a value of 13.9962
4604× 109 Hz T−1, MJ is the angular momentum of the light, and B is the
magnetic field. The Lande g-factor is defined as

gJ =
(
1+ (J (J+ 1)− L (L+ 1) + S (S+ 1))

2J (1+ J)

)
, (2.109)

where L, S and J are the angular momenta as given in equation (A.31).

2.8.3 Recoil effect
In order to fulfill the conservation of momentum during optical excitation
of an atom, momentum is transferred from the photon to the atom as the
photon is annihilated. The atom therefore gains momentum and additional
energy is needed from the laser field to make up for increased kinetic energy
of the atom. The recoil shift follows as18

frecoil =
hf 2obs.
2mac2

, (2.110)

where fobs. is the observed frequency of the atomic transition including the
recoil shift and ma is the mass of the atom.

2.8.4 Doppler effect
If an atom has a velocity component in the propagation direction of the light
beam used in a spectroscopy experiment, this will lead to a shift in the meas-
ured transition frequency, the so called Doppler shift. Doppler broadening of
the atomic transition is caused when the velocity distribution of the atoms
under investigation has a solid angle of components in the propagation dir-
ection of the light beam. A diverging light beam is another cause for Doppler
broadening of an atomic transition.

A systematic Doppler shift can arise if the integral over the atomic density
in the beam times the local Doppler shifts in the beam does not average to
zero. The typical configuration of beam angles in a crossed beam experiment,
as used in the spectroscopy on helium discussed in this thesis, is given in
Fig. 2.9.

The Doppler shifted frequency f, for a source at infinite distance moving
with velocity v with respect to the observer, where the source is emitting
a frequency f0 in the direction k, is given by Einstein [219] (modified for a
moving emitter and fixed observer) as

f = f0γ
(
1+ k · v

2πf0

)
, (2.111)

and
γ =

1√
1−

( v
c
)2 (2.112)

18See section 6.2.3 for more details.
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Figure 2.9: Sketch of the beam-angles involved in the calculation of the Doppler shift. a) The angle
δ between the light beam and the atomic beam is 90◦ . In this case the Doppler broadening will be
caused by the angular spread of the light beam (in the far field representation with angle α), the
angular spread of the atomic beam (angle β) and it’s velocity distribution. b) The angle between the
light beam and the atomic beam is not 90◦ . Next to the broadening described in a), a systematic
frequency offset is present in themeasured transition frequency, which depends on the angle δ and

the average atomic beam velocity.

where γ is the Lorentz factor, v = |v|, and c the speed of light (in vacuum).
Note the explicit mention of infinite distance in [219], which fixes the in-
product, that is, the angle between direction of movement of the source and
the direction of the line of sight between observer and source (̂r = −k̂). If
the source is relatively close to the observer, one needs to take changes in the
angle into account too.

If, and only if, k · v = 0, then the ratio f/f0 is γ. This will allow us to write
Eq. (2.111) as a Taylor expansion [220] of

(1+ x)n = 1+ nx+
n(n− 1)

2!
x2 +

n(n− 1)(n− 2)
3!

x3 + . . . , (2.113)

which is mathematically valid for−1 < x2 < 1 and where we set

n = −1
2

(2.114)

x = −
(v
c

)2
, (2.115)

to obtain the Taylor expansion of f/f0 = γ as

f = f0
{
1+ 1

2

(v
c

)2
+

3
8

(v
c

)4
+ . . .

}
. (2.116)

Note that the condition for x is always fulfilled for particles with mass. This
allows us to obtain the second [221] and higher-order Doppler shifts.

Equation (2.116) holds for emitted photons by themoving atom, therefore
the sign of the shift for the recieved photons is exactly opposite andwe obtain
the relation for the Doppler shifts up to second order in v

f ≃ f0 + γ
k · v
2π

− f0v2

2c2
, (2.117)
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where f0 is now the frequency observed by the atom and f the frequency of
the photon sent to the atom. The factor γ in the expression for the first order
Doppler shift is typically left out, the whole expression being a good approx-
imation for low v.

The Doppler profile of the atomic beam is calculated by integration over
the interaction volume for beam angles β and α (Fig. 2.9), thus summing the
Doppler shift multiplied by the excitation probability, which depends on the
number of atoms and the intensity of the light, which themselves are func-
tions that depend on the beam angles.

If the beam angles β and α are small, the average Doppler shift is mainly
dependent on the angle δ between the beams, as long as the atomic and light
beam have a symmetric radial distribution. For small angles δ the Doppler
shift is by good approximation proportional to the angle. This means that, in
the typical skimmer configuration used, the Doppler shift is linear with the
movement of a skimmer parallel with the laser beam for small angles δ .

The second order Doppler effect not only causes a line shift but can also
cause line shape distortion due to velocity spread in the atomic source. Since
the second order Doppler effect is usually small, including the lineshape dis-
tortion only plays a role in experimentswhere the lineshape is resolvedwith a
width smaller than the order of magnitude of the second order Doppler shift.





3. Towards narrow line width frequency
comb lasers

In order to perform Hz level direct frequency comb spectroscopy, it is clear
that the frequency comb laser itself should have line widths at least in the
sub-kHz level regime. In typical high-resolution spectroscopy experiments
one can still resolve an accurate frequency down to 1× 10−3 of the measured
line width if the spectroscopic conditions are known well enough [137, 222].
In self-referenced optical frequency comb lasers the line width is effectively
limited by the feedbackmechanisms available and the way in which feedback
is applied to the system in order to fix the frequency of the comb modes.

Traditionally the locking of frequency combs is achieved by referencing to
stable RF sources[36,37,131], which are in turn referenced to a stable and ac-
curate frequency standard, traceable to the SI second. To obtain a frequency
comb, both fCEO and frep must be referenced to the clock. Typically one obtains
an error signal for fCEO and frep from a phase or phase-frequency comparator,
which is then fed into a PID-controller. The output of the controller is fed
back onto the laser. The feedback for fCEO, which is controlled by the intra-
cavity dispersion, is typically applied via the pump intensity, while feedback
on frep, which is controlled by the optical cavity length of the laser, can be
applied via a mirror mounted on a piezo-electric element.

For Ti:Sapphire frequency comb lasers, fCEO can be locked to an RF source
tomillihertz bandwidth by controlling thepump intensitywith anAOM. Fibre
lasers usually have a rather noisy fCEO, mostly due to pump laser noise and
ASE [223]. Feedback speed can be limited by the upper laser level lifetime (τ),
which can range up to τ ≃ 8 ms in Er3+-doped fibre glasses [224]. Pump in-
tensity control is in this case typically applied through variation of the pump
laser diode injection current.

Several things are important to realise when locking frep. First of all, the
phase noise on the harmonics m of the detected frep of a comb generator,
scales with m2 [225]. Therefore it is useful to lock frep at a higher harmonic,
limited by the available RF power in the harmonics in the photo diode signal
and the availability of high-end RF sources (these typically have> 60 dBc at
> 1 kHz offset depending on the frequency, see e.g. [226]). In this way the
repetition rate noise is reduced by a factor n2, where n is the harmonic used
for the RF lock, for a given accuracy of the phase lock. It must be noted that
with a very tight RF lock, generator noise can be imposed on frep, which can
degrade the phase stability of the optical comb lines.

Second, how well frep can be locked depends on the environmental noise
spectrum and the bandwidth of the piezo mirror assembly used. Better com-
pensation is achieved with higher bandwidth and piezo mirror assemblies;
bandwidths of 180 kHz and higher have been demonstrated [227].
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In case of the Ti:Sapphire laser oscillator in our lab, an optical comb line
width of 1.6MHz [178] has beenmeasured in the IR, resulting from a low feed-
back speed rf lock at the 60th–70th harmonicm of frep with a stable microwave
generator. At the same time fCEO was kept within a Hz from its RF reference.

For the Er3+-fibre frequency comb laser in our lab the fCEO phase noise
dominates the optical line width which is typically 60–400 kHz depending on
the settings of the oscillator. The estimated contribution of the repetition
rate servo to this mode linewidth, based on the measurement of frep, is in the
order of 100kHz.

A further reduction of the comb line width is possible by locking the re-
petition rate of the frequency comb laser directly in the optical domain [228,
229]. A beat between a laserwith a narrow linewidth at theHz level (obtained
by locking1 to a high-finesse optical cavity [34, 35, 231]) and a comb mode is
used to perform the optical locking of a comb laser. The CW laser must have
a good short-term stability resulting in a narrow line width, while frequency
drift can, for example, be compensated by using an AOM driven by a voltage
controlled oscillator (VCO). In the following sections I will treat the develop-
ment of narrow line width diode lasers and auxiliary devices built with the
purpose of optically locking frequency comb lasers.

3.1 Narrow line width CW lasers
As a basis for our optical references, two semiconductor-based narrow line-
width lasers (NLL) of the type Rio Planex [232] have been used, both in an
integrated package with the electronics (brand name: RIO Orion), and with
in-house developed electronics, featuringmodulation bandwidths of up to 15
MHz (DC coupled) and 1.5 GHz (AC coupled). These lasers have a short term
line width of < 3 kHz [232], but are very sensitive to injection current noise
and thermal fluctuations.

3.1.1 Thermal stabilization of narrow linewidth lasers
Although the Planex laser has an internal Peltier element for temperature
stabilization, both the Planex and Orion are susceptible to environmental
temperature fluctuations causing significant drift of the lasers. In case of the
Orion and Planex, the day – night temperature cycle in the laboratory (ΔT up
to a few ◦C) causes a peak-peak frequency drift of > 150 MHz per day. This
can still be corrected by modulation of the lasers injection current, but it is
near the limit.

Larger changes in temperature can cause mode-hops due to the interac-
tion of various wavelength selection mechanisms in the laser. These mode-
hops are particularly intolerablewhen the laser is used in a densewavelength
divisionmultiplexing (DWDM) optical communications network as in chapter
7, because of power changes > 10 dB. On the SURFnet fibre network, power

1Commonly using the optical equivalent of a locking technique developed by Pound [230].
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Figure 3.1: Output power vs. temperature of the Planex laser diode. Injection powers are 100 mA
(black), 90mA (blue), 80mA (red), 70mA (green). The solid lines indicate an increasing temperature,

the dashed lines indicate a decreasing temperature.

fluctuations with a maximum of±0.5 dB are allowed on a DWDM channel in
order not to disturb the data communication on neighbouring channels on
same fibre. A measurement of the laser output power versus temperature is
shown in Fig. 3.1 for different injection currents through the laser diode.

To avoidmode-hopping and improve the intrinsic frequency stability, the
lasers have beenmounted in a temperature stabilised environment. Acoustic
feedback can also cause frequency fluctuations of these lasers. Measures to
avoid acoustic coupling to the environment have been incorporated in the
design of the temperature stabilisation system. The mechanical stabilisation
system consists of a heavy aluminium box, covered on the inside with sound
absorption foam. This foam acts as a spring suspension in which the thermal
stabilisation system is mounted.

The thermal stabilisation system consists of an aluminium heat sink and
a 20 mm thick extender coupled via a 80 W Peltier element to a 1 cm thick
copper plate on which the laser is mounted. The heat sink and copper plate
are thermally decoupled by thermal isolation foam. Air flow through the heat
sink is provided by two slits in the box which allows for convection cooling.

The system is driven by a pulse-width modulated thermal controller, al-
lowing for both heating and cooling of the copper block. The temperature
stability of the copper block at the measurement position is better than 0.01
K. The original design shielded sound waves from the heat sink, but unfortu-
nately this caused a high flow resistance in the air cooling circuit (see Fig. 3.2).
A design change enabled a better air flow at the expense of reduced acoustic
shielding.

After installation of the thermal insulation and stabilisation, the frequen-
cy drift of the Orion laser has been measured, and found to be within 3 MHz
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Figure 3.2: Side view of the Planex temperature stabilisation system. 1. Planex laser and driver
electronics on Euro card format printed circuit board, placed inside an EMI shielding tin; 2. Copper
heat spreader (1 cm thick plate 10× 20 cm); 3. Peltier element 80 W; 4. Aluminium heat conductor
block 5× 5× 4 cm; 5. Thermal insulation foam (BASF Styrodur C); 6. Aluminium heat sink (vertical
ribs); 7. Noise isolationmaterial, also acts as damper andmount for thermal stabilisation assembly;
8. Aluminium casing (2 cm thick plates, outer dimensions (l× w× h) are 34× 32× 22 cm; Arrows

represent the convection air flow for cooling.

over 4.5 days. The thermal drift rate of the Planex diode was initially about
40 MHz per day (20 MHz peak-peak) which is easily corrected for by mod-
ulation of the injection current. This large drift has been attributed to the
fact that, although the laser diode itself had been temperature stabilised,
the electronics were at this point still a commercial current and temperature
driver (Thorlabs IDL200 and IDC200) undergoing the laboratory temperature
changes. After replacement of the external electronics with in the house de-
veloped ones (see next section), the frequency drift of the Planex and Orion
were of the same order.

3.1.2 Development of low noise current drivers
Low-noise current drivers for both low current (up to 150 mA) and high cur-
rent (up to 1.5 A) have been developed in collaboration with the electronics
department of the VU. Part of the inspiration for their design has been taken
from [233, 234]. Initial measurements confirm that the current noise is on
the order of what is required for the diode lasers to work in their narrow line
width regime.

The driver electronics include both the laser current driver and thermal
controller. The temperature and current can be set via a USB interface and a
computer program. A DC-coupled current feedback circuit with a bandwidth
> 15 MHz is available, as well as an ultra-high frequency AC-coupled circuit,
which can be driven at frequencies up to∼ 1.5 GHz.

Figure 3.3 shows a Rio Planex laser diode built into the developed elec-
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Figure 3.3: Low noise, high modulation-bandwidth laser-driver electronics including temperature
stabilisation, developed in house at VUBèta Elektronica. The Rio Planex laser diode is clearly visible
in themiddle as the rectangular electronics packagemarked RIO. Note that the electronics are built
into an EMI enclosure and that filtered feed-throughs (right side, with the red leads soldered on)

are used to connect the power supplies.

tronics printed circuit board. Details with regard to the electronics can be
obtained via the VU Beta Electronics department.

A modified Allan deviation has beenmeasured for both the Orion and the
Planex laser (free running) and is shown in Fig. 3.4 together with the coun-
ted frequencies. The Allan deviation shows that the in house developed elec-
tronics performs less good at short time scales. This is possibly due to the
high-bandwidth modulation circuits, which might cause additional injection
current noise at shorter time scales (causing higher frequency fluctuations).
The exact reasons for this behaviour should still be investigated. On the other
hand it is clear from the locking behaviour of the VU electronics that, with
the high-bandwidth modulation input, the laser can in principle be locked
much tighter, e.g. to the frequency comb laser than the Orion package can.

3.1.3 Establishing the laser line width
The short term stability of the Orion and Planex lasers was established in a
dual beat experiment using the Er3+-fibre frequency comb laser. The hetero-
dyne beats were measured with fibre coupled beat units. By shifting one of
the lasers to around 70 MHz offset from a comb line and the other laser to
around -20 MHz offset of a comb line, the sum and difference frequencies
could be generated using a RF mixer. The fCEO noise is cancelled in the differ-
ence frequency assuming that fCEO is indeed equal for both beat signals. The
estimated contribution of fractional frep noise on the measurement is in the
order of 1 kHz, based on the two-sample variance for frep determined by the
commercial fibre-comb software, which is less than the short term frequency
variations of the CW lasers.
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Figure 3.4: Comparison of frequency stability of the free-running temperature stabilised Planex
(VU Electronics laser driver) and Orion laser packages. (left) The modified Allan deviation calcu-
lated from the counted frequencies (right). The additional numbers in the left graph represent
the amount of statistical data available for calculation of the average and standard deviation (for
n < 100 data points). The frequency data with a red background was not taken into account since

the frequency comb used went out of lock during the data taking.

Figure 3.5 (left part) shows an overview of the RF spectrum in which the
widths of the sum (50 MHz) and difference (90 MHz) frequencies are clearly
different due to the cancellation of fCEO noise in the difference frequency. The
70 MHz peak is the beat with the frequency comb at 70 MHz which is not
fully suppressed in the mixer output. In the right part of figure 3.5 the differ-
ence frequency line width is more clearly resolved. An upper bound on the
linewidth of the laser was estimated to be 5 kHz by narrowing the RBW and
observing a change in signal strength at RBW settings below 5 kHz. If both
lasers have an equal line profile this means that their individual line widths
are< 3.5 kHz, which is slightly higher than specified in their data sheets (< 3
kHz).

3.1.4 Long term locking stability of narrow linewidth lasers
Both narrow linewidth lasers have been locked to the Er3+-fibre comb laser at
offset frequencies of 60 and 70 MHz by means of a counting phase frequency
detector. These signals were multiplied using an RF mixer to produce a dif-
ference frequency of 10 MHz absent of fCEO noise. The difference frequency
has been countedwith a dead-time free counter in order to establish an upper
bound on the long term system stability.

Since the frequency comb modes have a relatively high phase noise, the
Orion, which has a modulation bandwidth of only 30 kHz, runs out of the
counting range of the detectors relatively often. On the other hand, the lock-
ing speed of the Planex laser with in-house electronics (speed limited by the
phase comparator electronics with a bandwidth of ≈ 80 kHz) is capable of
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Figure 3.5: (left) Overview spectrum of the differencemixing between two narrow line width lasers,
free running with respect to the Er3+-fibre frequency comb laser. A clear difference in width be-
tween the sum frequency at 50 MHz and the difference frequency at 90 MHz can be observed (see
text). The peak at 70MHz is the residual signal of the beat at 70MHzwith the frequency comb laser.
The analyser RBW and VBW settings are both 51 kHz. (right) A close up of the difference frequency

signal at 90.7 MHz. The radio bandwidth and video bandwidth of the analyser were 10 kHz.

tracking the comb laser much better. In case of a silent lab (the comb laser
being the most sensitive to acoustic noise), out-of-counting range conditions
happened once every 10 minutes or so.

The obtained modified Allan deviation is shown in Fig. 3.6. This graph
shows that the system noise limit, caused by locking of the narrow linewidth
lasers, lies at relative frequency accuracies better than 4 × 10−18 at a few
thousand seconds.

3.2 Auxiliary devices for use with narrow linewidth lasers
Several auxiliary devices for use with narrow linewidth laser sources and the
Er3+-fibre based frequency comb laser have been designed and built. Devices
like fully fibre based beat units and photo diodes facilitate convenient com-
parison of CW lasers with the frequency comb laser. In order to distribute
and double (for use with the Ti:Sapphire frequency comb lasers) the narrow
linewidth laser light, Er3+ doped fibre amplifiers have been built to generate
laser powers up to a few Watts. Acousto-optic modulator (AOM) based fre-
quency shifters enable continuous tuning of the lasers over a relatively wide
range, and can be used to scan frep of optically locked frequency comb lasers.
Modern, referenced, low noise direct digital synthesizer (DDS) sources have
been constructed to drive the AOMs with accurate and traceable frequencies.

3.2.1 Fibre coupled beat units and photo diodes
Beat units, used to make optical heterodyne beats between the frequency
comb light and other light sources, based on free space optics are difficult
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Figure 3.6: Modified Allan deviation of the locked lasers against each other. (top) The raw frequency
data, while taking the data, the fCEO signal has slowly decreased, data points> no. 3.5× 105 show
where fCEO has gone out of lock and this data has not been taken into account for the modified
Allan deviations shown in the bottom graph. (bottom) Modified Allan deviations; The graph of
the unfiltered dataset (blue points) includes 41 outlier points (0.012% of the data), shown by the
red background area’s between measurement 0 and 3.5× 105 . The outlier points are caused by
external influences. The filtered dataset (red points) shows the noise floor of the system (there is
a continuous range of> 2 × 105 measurements without disturbances, yielding a similar result as

the filtered dataset).

to align and require constant attention to maintain a good signal to noise ra-
tio. The oscillator outputs of the Er3+-fibre based frequency comb are fibre
coupled. One of the output ports is used to supply the frequency comb oscil-
lator light as input for so called fibre beat-units.

The scheme of a beat unit that can work on a two international telecom-
munication union (ITU) DWDM channels is given in Fig. 3.7. A photograph of
a two channel, double beat unit (2 independent beat signals per DWDM chan-
nel) is shown in Fig. 3.8. Spatial overlap of the frequency comb and CW laser
light is readily provided for by the fibre optics. The unused comb spectrum
is cut away by use of DWDM filters, that provide 100 GHz (∼0.8 nm) wide
spectral transmission windows centred on the ITU channel grid for optical
communication networks. Because the remaining light is led into an output
fibre, beat units for different DWDM channels can be cascaded.

The Menlo Systems frequency comb has a high-power oscillator output
port available that was not used. The output power of this ports is approx-
imately 27 mW in a ∼ 80 nm wide spectrum. Compared to the free space
output of 200 mW in a 1000 nm wide spectrum after spectral broadening in
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Figure 3.7: Schematic of a dual DWDM-channel double-output fibre coupled beat unit. The splitter
ratio between comb and CW laser has been optimized for about 5mW of CW input and a typical
signal to background of 40 dB is reached. Note that other channels can be cascaded on the “comb
left over out” port or that this port can be used for other purposes like stable RF generation as is

done in [235].

Figure 3.8: Photograph of the two DWDM-channel double-output fibre coupled beat units built into
a rack mountable module. The fibre optical components are in the tubes mounted in the top part,

while the splice protectors are mounted at the bottom.

a photonic crystal fibre, the spectral power is slightly higher. Taking into
account additional losses due to splitting, non-ideal alignment (free-space
frequency comb laser output only), polarisation effects and so on, this com-
parison between the fibre-coupled and free space output favours the fibre-
coupled case, where at least four times as much power per comb mode is
available to make a heterodyne beat.

In our implementation we make use of this fact to implement a double
beat unit per DWDM channel, using the amount of frequency comb mode
power per beat unit as efficient as possible by choosing a splitting ratio of 96%
to combine the frequency comb light with 4% of the CW laser light. The com-
bination ratio might not be the best yet for optimised signal to background
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of the heterodyne beat [131, 236].
To exploit the fibre coupled nature of the beat units, photo diode units

based on the Fujitsu FID3Z1LXhave been developed. The FID3Z1LX is a typical
2.5 Gb/sec data communication receiver diode (responsivity 0.85 A/W, -3 dB
low pass cut-off frequency 2.5 GHz) with a multi-mode fibre pigtail. Signals
up to 6.5 GHz have actually been observedwith these diodes. Themulti-mode
fibre might cause widening (amplitude or phase noise) of the RF signals due
to multipath interference. These kind of effects have not (yet) been observed
experimentally.

The resulting beat signals out of these fully fibre-coupled beat units have
almost always more than 40 dB signal to background noise, which is more
than sufficient for all our current experiments. We have not tried to further
improve the signal to noise ratio by adjustment of the beat unit coupling ra-
tios or by changing the photo diode electronics.

3.2.2 AOM frequency shifters and DDS-based RF sources
To obtain a complete spectrum in direct frequency comb spectroscopy, the
comb modes that probe the spectrum need to be shifted by at least one frep.
If a comb mode is locked to an ultra-stable laser, the repetition rate is virtu-
ally fixed (except for the drift of the ultra-stable laser). In order to obtain an
optical source that can be accurately frequency shifted, acousto optic modu-
lators (AOMs) can be used.

Normal fibre-coupled AOMs have a very limited frequency shift range,
because of their construction. In order to obtain a large frequency tuning
range with an AOMs, a free-space optical implementation after Donley [237]
has been built.

The free space AOM unit is equipped with a fibre-coupled in and output.
The acousto-optic modulators used (Brimrose model IPF-150-100-1550) have
a centre frequency of 150MHz, and a 3dB tuning range of 100MHzwith a peak
efficiency of about 60 – 70 %. This means that a double-pass scan range of 200
MHz is available but with fairly poor overall efficiency of at best 28% at the
centre frequency, and 8% at the edges, assuming 80% coupling efficiency into
the output fibre. The output of the AOM units therefore needs amplification.

To drive the AOMs, ideally RF sources with a high spectral purity are used.
Because the absolute frequency of the optical reference is shifted by the RF
frequency, this frequency source needs to be referenced to the 10 MHz lab
standard. The Analog Devices AD9912A direct digital synthesizers (DDSs),
which is available on an evaluation board with a convenient USB interface,
meets both specifications. Frequency doubling of a 10 MHz frequency refer-
ence provides a 20MHz reference for the internal 1 GHz generator. Wideband
background as well as nearby spurious signals are below 60 dBc as shown in
Fig. 3.9. To obtain the 1.5 W RF power needed to drive the AOM, a single low-
noise amplifier was used (Mini-Circuits ZHL-03-5WF).
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Figure 3.10: Efficiency of the fibre coupled AOM unit as a function of the induced optical frequency
shift. Estimations are that the overall efficiency should be more than 2 times larger when the unit

is better optimised.

The final fibre to fibre losses as a function of driver frequency are shown
in Fig. 3.10. The optimal reachable efficiency is about 40%, given the numbers
of the manufacturer and a coupling efficiency of 80% into the out-coupling
fibre. In practice we have not reached these numbers. The maximum dif-
fraction efficiency for the AOM was 47%, due to polarisation dependence of
the AOM. During the measurements the in-coupling efficiency was only 41%
which has been improved to about 80% in the mean time. The overall effi-
ciency can thus be optimised further and a realistic value of 17.5% (50% dif-
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fraction efficiency + 70% in-coupling efficiency) should be obtainable at the
central AOM frequency.

The performance is sufficient to have a tuning range of about 96 MHz
where the unit is usable in combination with a pre-amplifier. This frequency
range is sufficient to optically lock and tune frep of the fibre frequency comb
laser, and to lock and frequency tune frep of the Ti:Sapphire frequency comb
lasers after additional amplification and frequency doubling.

3.2.3 Er3+-doped amplifiers
To compensate the losses introduced in the AOM units and distribution split-
ters, Er3+-doped fibre amplifiers have been constructed. These amplifiers are
used to reach (in telecommunication terms) relatively high power levels of
about 160 mW with core pumped, and> 3 W with cladding pumped fibres.

WDM WDM

LD

1%1% isolator isolator

input:
~1550 nm
> 5 mW

output:
160 mW

monitor

monitor

15m
Er3+

fibre

980 nm
500 mW

1% isolator isolator

input:
~1550 nm
> 50 mW

output:
>3 W

monitor monitor
7m

Er/Yb

LD
980 nm

2 x 10 W

WDM 1%

S1 S2

double-clad

a)

b)

Figure 3.11: a) Er3+ core-pumped pre-amplifier design with a counter propagating pump. A WDM
to couple the residual pump light from the amplifier section off the fibre has been implemented
mainly as a precaution to protect the seed diodes. b) High power (> 4 W) Er3+ cladding pumped
amplifier design. Two special splices s1 and s2 have beenmade. Splice s1 was optimised to keep the
pump light in the cladding and splice s2 was optimised to safely couple the remaining pump laser
light out of the fibre (see main text for details). A co-propagating design was implemented because
of the simpler construction and the possibility of high pump power left-overs guided in the core.

Figure 3.11a shows the design of the pre-amplifiers. A counter propagat-
ing core-pumped design has been chosen to achieve good efficiency. The first
version of the amplifier had an active fibre (NUFERN EDFC-980-HP) of about
5 m length, based on the gain figures specified by the manufacturer. How-
ever, these figures turned out to be measured for amplification levels up to 1
mW. For high-power applications (> 1mW) the reachable gain of these fibres
drops due to saturation effects. Based on the gain reached (at high powers) in
the first implementation, the optimal fibre length was chosen to be ∼ 15 m,
which is probably slightly too long still because of the counter propagating
pump design.

These amplifiers are pumped by a single-mode 500 mW, 980 nm pump
diode. For these diodes, two in-house developed 1.5 A diode current and TEC
drivers have been built into a 19” rack housing together with the two fibre
pre-amplifiers. If desired, optimisation of the amplifiers could be done using
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Figure 3.12: Er3+ cladding-pumped post-amplifier under construction. (1) The fibre-cleaver to ob-
tain flat fibre end-faces in order to use the fusion splicer (2) to weld the fibres together. (3) S1 and
(4) S2 are the special splices used in the double-clad amplifier design. Splice S1 is glued with UV
curing glue into a glass capillary with a hole diameter of∼ 350 μm in order to obtain pump guid-
ing in the cladding. Splice S2 is carefully clamped into a spring loaded aluminium holder with a

V-groove to enable the safe transmission of pump light out of the fibre cladding at the splice.

the modelling methods devised by Giles and Desurvire [238–241] as a starting
point, but the current performance is more than enough for the applications
they are used for.

Figure 3.11b shows the design of the power amplifier. This amplifier uses
a 7 meter long cladding-pumped Er/Yb co-doped gain fibre of type (NUFERN
SM-EYDF-6/125-HE) which is suitable for high power applications up to tens
of Watts. In this amplifier two special splices are used to connect the gain
fibre to the pump combiner and output fibre section. Splice s1 is an air guided
pump light section,mechanical stability is reachedby gluing the fibre into the
ends of a glass capillary with UV curing glue. Splice s2 is carefully clamped
into a spring loaded anodised aluminium V-groove holder in order to dissip-
ate left-over pump power safely around the splice area. In practice splice
s2 works well and hardly any pump leftover is present in the core, although
pump light is still present (visible with an IR viewer) over tens of centimetre
in the cladding of the output fibre. The coupling to free space was made via
a special FC/PC connector (Diamond-Kimberlit) incorporating a glass ferrule
that acts as a beam expander.

A photograph of the power amplifier under construction is shown in Fig.
3.12. At the top of the photo the fibre-cleaver (1) is shown which we used to
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obtain flat end-faces on the fibres in a controlled way. The fusion splicer (2)
at the bottom of the photo is then used to weld the glass fibres together in
order to enable low-loss fibre-to-fibre connections.



4. Towards hybrid mode-locked quantum
dot frequency comb lasers

Abstract: We report on frequency comb generation at 1.5 μm by injection
of a CW laser in a hybridly1 mode-locked InAs/InP two-section quantum-dot
laser (HMLQDL). The generated comb has > 60 modes spaced by ∼ 4.5 GHz
and a -20 dBc width of> 100 GHz (23modes) at> 30 dB signal to background
ratio. Comb generation was observed with the CW laser (red) detuned more
than 20 nm outside the HMLQDL spectrum, spanning a large part of the gain
spectrum of the quantum dot material. It is shown that the generated comb
is fully coherent with the injected CW laser and RF frequency used to drive
the hybrid mode-locking. This method of comb generation is of interest for
the creation of small and robust frequency combs for use in optical frequency
metrology, high-frequency (> 100 GHz) RF generation and telecommunica-
tion applications.

4.1 Introduction
Frequency comb lasers [36, 242] have been around since the early 2000’s, en-
abling highly-accurate optical time and frequency measurements resulting
in many applications [145, 153, 243, 244]. Integrated optical frequency comb
lasers would pave theway to an even broader application of comb technology
because of low fabrication andmaintenance costs. Mode-locked quantumdot
lasers (MLQDL) are interesting for this application as they have a broad gain
bandwidth (> 100nm) required for short pulse generation [245–249]. Further
on-chip integration with an optical amplifier, highly non-linear media for
spectral broadening and an f–2f interferometer (for carrier envelope offset
frequency (fCEO) detection), and feedback electronics for orthogonal control
of frep and fCEO [250], could lead to fully integrated, self-referenced frequency
comb laser designs.

Because of their small size, these lasers have pulse repetition rates (frep)
in the range of a GHz up to hundreds of GHz, which is a useful property for
e.g. low-noise microwave generation [251, 252], accurate calibration of spec-
trometers [145], and optical arbitrarywaveform generation [253]. Apart from
metrology applications, high repetition rate frequency combs are of interest
for telecommunication applications as highly stable pulse train emitters for
applications such as optical time-domain multiplexing (OTDM) [254] or all-
optical clock recovery [255]. With their wide optical spectrum and stabilized
mode spacing, ultra-high repetition rate frequency combs are attractive for
application in wavelength-division multiplexed (WDM) systems and also as

1Hybrid mode locking referes to the mode-locking scheme where the modelocking beha-
viour of a semiconductor is enhanced by electrically modulating an absorbtion section on the
laser chip.
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multi-wavelength light sources [256–259]. The coherence of frequency comb
modes can be exploited in Coherent Optical Orthogonal Frequency Division
Multiplexing (CO-OFDM) [260].

In this work we report on the generation of optical side bands (modes in
the form of a frequency comb) on a CW diode laser injected into two-section
InAs/InP (H)MLQDL devices [261, 262] working at 1.5 μm. This frequency
comb generation appears to be independent of the laser action and shows
that the device works as an electro-optical modulator, producing equally
spaced and coherent modes. The generated comb has been characterized us-
ing two narrow linewidth CW lasers and an Er3+-fiber based frequency comb
laser.

4.2 Description of the HMLQDL and the experimental setup
for optical injection

The (H)MLQDL’s used in this experiment are 9 mm long (frep ∼ 4.5 GHz), two-
section InAs/InP (100) Fabry-Pérot type ridge-waveguide devices, produced
bymetal-organic vapor-phase epitaxy [261–264]. The 2 μmwide wave guides
have been produced using reactive ion etching and themirrors are formed by
the cleaved facets (∼ 31% reflectivity). The saturable absorber section had a
length of 360 μm (4%).
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Figure 4.1: Setup for studies of CW injected QDL device behavior. HMLQDL: hybridly mode-locked
quantum dot laser, SOA: semiconductor optical amplifier, FCL: frequency comb laser, VOA: variable
optical attenuator, gray lines: electrical signals, red lines: free space optical path, black lines: fiber

optics.

Figure 4.1 shows part of the setup used to investigate the behavior of the
HMLQDL device when a CW laser is injected. The effects of hybrid mode-
locking were reported previously [261]. The HMLQDL is mounted on a copper
plate that is temperature stabilized to 10 ◦C to optimize the gain. To prevent
condensation, the setup is flushed with nitrogen gas. An Agilent N5181A RF
generator with a frequency doubling setup and an amplifier (maximum out-
put 25 dBm) was used to generate the hybrid mode-locking voltage (typically
6–11 Vpp) that was applied to the SA section of the chip via a bias tee (no bias
voltage applied) and a three point ground-signal-ground probe (coupling ef-
ficiency to SA section unknown).
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The output of the laser was coupled into an anti-reflection coated lensed
fiber using a piezo controlled three axis translation stage (estimated coup-
ling loss 3–5 dB). Light of a CW laser (Toptica DL 100/pro, linewidth 100 kHz,
power ∼ 40 mW, internal isolator) was adjusted in power with a variable at-
tenuator (0–6.2mW) and injected into the HMLQDL device via the 25% port of
a fused fiber splitter/combiner. The standard single-mode fiber was manipu-
lated to optimize the polarization of the injected light. The injection laserwas
optically locked to one of the modes of a Menlo Systems FC1500 Er3+-doped
fiber frequency comb laser (FCL) to precisely control the optical injection fre-
quency (finjection). The HMLQDL output (75% port) was sent through an optical
isolator and amplified in a semiconductor optical amplifier (SOA, type JDS
CQF 872/108C) to about 40mW in order to have sufficient optical power for
further analysis. It has been checked that the SOA did not induce additional
non-linear effects.

4.3 CW injection of the HMLQDL
As frequency combapplications benefit fromnarrowmodes, injection locking
of the (H)MLQDL to reduce the linewidth of the (H)MLQDLmodeswas attemp-
ted. No injection locking and related narrowing of the HMLQDL modes has
been observed, presumably due to the low resonator Q (and resulting mode
widths of > 100 MHz) of the devices which makes it hard to influence these
modes by narrow CW laser injection. However, narrow linewidth peaks were
observed in the heterodyne spectrum which were independent of the HM-
LQDL’s native mode structure but exhibited a spacing of fHML.
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Figure 4.2: Setup used to characterize the mode structure of the QDL with CW laser injection. HM-
LQDL: hybridly mode-locked quantum dot laser, SOA: semiconductor optical amplifier, ESA: elec-
trical spectrum analyzer, OSA: optical spectrum analyzer, FCL: frequency comb laser, VOA: variable
optical attenuator, gray lines: electrical signals, red lines: free space optical path, black lines: fiber

optics.

The setup of Fig. 4.2 was used where the probe laser is a Toptica DL
100/pro CW laser (tunable 1490–1590 nm). This probe laser was used to make
a heterodyne beat with the output of the CW injected QDL. The CW injec-
tion laser was placed at an arbitrary wavelength of ∼ 1515 nm where native
QDL modes are visible in the heterodyne spectrum. The probe laser was blue



72 4. Towards hybrid mode-locked quantum dot frequency…

detuned with respect to the injection laser with ∼ 7.9 GHz. The spectrum
of this heterodyne beat was recorded with an Agilent 4440A electrical spec-
trum analyzer (ESA), showing the (optical) sum and difference frequencies
between the QDL laser output and the probe laser in the frequency range re-
corded.
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Figure 4.3: Optical heterodyne beat signals of the QDL light including the modulated CW injection
laser with the probe lasermeasured with the electrical spectrum analyzer (ESA). The wavelength of
the injection laser was tuned inside the (H)MLQDL’s spectrum at∼ 1515 nm. QDLmodes are visible
as broad peaks (II and III) at Iinjection ∼ 645 mA. (a) Passively mode-locked QDL. frep ∼ 4.5 GHz,
modes 1 (IV) and 2 (I) of the modulated CW injection laser are visible at∼ 3.4 and∼ 1.1 GHz. (b)
Hybridly mode-locked QDL. frep = 4.46 GHz, modes of the modulated CW injection laser are visible

at∼ 3.8 (IV) and∼ 0.7 GHz (I).

Figure 4.3(a) shows the RF spectrum of the beat of the injected passively
mode-locked laserwith the probe laser. The direct beat between the injection
and probe lasers (located at ∼ 7.9 GHz) is not visible in the recorded spec-
trum. The first two modulation side bands are visible at∼ 3.4 (IV) and∼ 1.1
GHz (I, negative beat sign) as narrow spikes, while native modes of the QDL
(II and III) are visible as broad peaks around∼ 1.5 and∼ 3 GHz. The narrow
spikes (I and IV) disappear when no CW laser light is injected, while the QDL
modes stay the same. When the frequency of the injected laser is shifted, the
narrow peaks shift the same amount in frequency. The frequency difference
between the two narrow peaks is exactly the passivemode-locking frequency
of the QDL. The appearance of narrow peaks, the spacing of these peaks and
the shifting of the peaks together with (optical) frequency shifts of the injec-
tion laser are all clear signs of optical side-band generation on the injected
CW laser.

A similar spectrum of the hybridly mode-locked QDL is shown in
Fig. 4.3(b). Again the broad peaks (∼ 1.2 (II) and ∼ 3.2 GHz (III)) are nat-
ive QDL modes, while the narrow spikes at ∼ 3.8 (IV) and ∼ 0.7 GHz (I) are
side bands of the modulated CW injection laser. The repetition rate (frep) is
now fixed by the RF generator at 4.46 GHz.
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ator, gray lines: electrical signals, red lines: free space optical path, black lines: fiber optics.

A number of experiments was performed to further study the modula-
tion imposed on the injected CW laser. It was noted that the modulation was
present when the injected CW laser was tuned outside the QDL’s spectrum as
well, this effect was exploited to study the the modulation with no interfer-
ence of the native QDL spectrum.

4.3.1 Characterization of the passively mode-locked QDL with an
injected CW laser

The setup shown in Fig. 4.4 has been used to characterize the passivelymode-
locked QDL by recording the RF and optical spectra without (Fig. 4.5(a)) and
with (Fig. 4.5(b)) the CW injection laser. About 1% of the SOA output was dir-
ected to an ANDO 6315A optical spectrum analyzer (OSA, resolution 0.05 nm),
while the remaining 99% was split in two (this splitter is not drawn) and the
light of one of the outputs was coupled into an EOT ET-3500 InGaAs photo
diode (3 dB bandwidth > 10 GHz) to obtain RF spectra with the ESA. The in-
jection current Iinjection has been varied from 200 mA to 1000 mA in steps of
5 mA. For each value of Iinjection an RF repetition rate spectrum and an op-
tical spectrum of the laser were recorded. This setup has also been used to
investigate the influence of the hybrid mode-locking frequency (fHML).

The results for the passively mode-locked QDL are shown in Fig. 4.5. For
Iinjection from ∼ 540 mA to ∼ 760 mA a relatively well defined passive mode-
locking repetition rate frequency of∼ 4.45GHz is seen. In Fig. 4.5(b) broaden-
ing of the CW laser spectrum is visible for Iinjection > 800mA. At Iinjection higher
than ∼ 840 mA there is no well defined peak found in the RF spectrum, the
peaks at various low frequencies up to 2 GHz indicate Q-switching of the laser
in this regime. The modulation (with varying current) of the spectral width
(clearly seen between 0.5 and 0.8 A) in the optical spectrum and background
noise in the RF spectrum, are attributed to the resonance condition of the CW
laser in the QDL cavity. The index of refraction of the waveguide varies with
the current density and temperature variations caused by changing the cur-
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Figure 4.5: (a) Spectra of the passively mode-locked QDL. (b) Spectra of the passively mode-locked
QDL with injected CW laser at ∼ 1525 nm. (left panel) Optical spectral widths of the QDL and
the modulated CW injection laser at -3,-10 and -20 dB relative to the peak height. Optical (middle
panel) and RF repetition rate (right panel) spectra of the passively mode-locked QDL. The injected
optical powerwas 2.8mW into the 25% port (Fig 4.4). The slight background step in the RF spectrum

starting at∼ 3 GHz and fading out to∼ 4 GHz is an analyzer artefact.

rent density via Iinjection. The spectral broadening of the injected CW laser, is
attributed to a periodic modulation of the losses and refractive index of the
SA section due to a fluctuating photo-current caused by the light pulses of
the QDL traveling back and forth in the waveguide.

4.3.2 Characterization of the hybridly mode-locked QDL with an
injected CW laser

The injection of the QDL was repeated while hybridly mode-locking the QDL
laser. The hybrid mode-locking (HML) frequency fHML has been chosen for
optimal HML at Iinjection ∼ 700 mA. It’s frequency lies in the vicinity of the
passivemode-locking frequency (4.45 GHz). The injection current Iinjection has
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Figure 4.6: (a) Spectra of the hybridly mode-locked QDL. (b) Spectra of the hybridly mode-locked
QDL with modulated CW injection laser at ∼ 1525 nm. (left panel) Optical spectral widths of the
QDL and the injected CW laser at -3,-10 and -20 dB relative to the peak height. Optical (middle panel)
and RF repetition rate (right panel) spectra of the hybridly mode-locked QDL. The injected optical

power was 2.8 mW into the 25% port (Fig 4.4).

been varied from200mA to 1000mA in steps of 5mA, and for each value of the
current an RF repetition rate and optical spectrumof the laserwere recorded.
In Fig. 4.6 and Fig. 4.7 the RF peak has been artificially broadened in frequency
from the kHz resolution band width of the ESA to 10 MHz in order to make
this peak visible in the RF spectra.

For below lasing threshold values of Iinjection up to∼ 440mA the applied RF
voltage to the SA section already causes modulation of the injected CW laser,
which is visible as an enhanced RF peak in Fig. 4.6(b) in the RF spectrum. This
is an indication that the SA section of the laser works as an electro-optical
modulator (EOM) for amplitude and phase. In this case a signal to background
ratio of> 20 dB has been measured at 7fHML mode spacings from the injected
CW laser.
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Figure 4.7: Spectral width of the modulated CW injection laser as a function of fHML . Part (a) is for
Iinjection = 500mA, while part (b) shows the same for Iinjection = 1000mA. (left panel) -3, -10 and -20
dB width of the modulated CW injection laser with respect to peak height. (middle panel) Optical
spectrum of themodulated CW injection laser only. (right panel) RF repetition rate spectrum of the
HMLQDL including the modulated CW injection laser. The injected optical power was 2.8 mW into

the 25% port.

At Iinjection above ∼ 440 mA the laser is properly hybridly mode-locked
(spurious frequencies are more than 50 dB below the HML signal). Spectral
broadening of the injected laser has been observed over the entire HMLQDL
spectrum and up to∼ 25 nm red detuned from the edge of the HMLQDL spec-
trum. Thewidth of themodulation decreasedwhen increasing the separation
between the CW injection wavelength and the edge of the HMLQDL’s spec-
trum. Both Fig. 4.5 and Fig. 4.6 show an increased modulation width with
increasing Iinjection. Hybrid mode-locking was found to increase the width of
the modulation with regard to the passively mode-locked case.
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4.3.3 Spectral width of the injected CW laser with varying Iinjection
and fHML

Since the laser itself undergoes only minor changes in its spectrum while
varying the HMLQDL parameters, we will focus on the properties of the mod-
ulation imposed by the HMLQDL on the CW laser in the remainder of the art-
icle.

In the previous section the influence of Iinjection on the width of themodu-
lationwas studiedwhile fHML was given a fixed value. To observe the influence
of fHML on the modulation of the CW laser, it has been varied from 3.9 to 4.9
GHz with a step size of 2 MHz for a fixed value of Iinjection while recording the
optical and RF repetition rate spectra. The results are shown in Fig. 4.7 for
Iinjection = 500 mA and Iinjection = 1000 mA.

Varying fHML at a low injection current of 500mA shows various frequency
ranges where the modulation depth is enhanced, mainly for frequencies
above the passive mode-locking frequency. Note that the mode-locking fre-
quency of the HMLQDL seems to follow fHML over the full frequency range.
This is however probably not the case, since the HMLQDL output and the
modulated CW light on the detector both cause an RF peak, which masks the
proper HML range of the QDL. A slightly enhanced background at the native
repetition rate of the QDL up to ∼4.3 GHz and from ∼4.5 GHz are an indica-
tion that the QDL does not HML properly over the full frequency range, which
is consistent with previous results for these lasers [261].

At a high injection current of 1000 mA the modulation depth is larger
over the full fHML range. The range for proper hybrid mode-locking however,
is restricted as can be seen (Fig. 4.7(b), right panel) by strong spectral com-
ponents around the natural QDL resonance frequency below fHML ∼ 4.2 GHz
and above fHML ∼ 4.5 GHz, where the lasermode-locks at its native andhybrid
frequencies. The asymmetry in the frequency range for hybridmode-locking
around the native mode-locking frequency has been observed in other HM-
LQDLs as well [265]. The intensity variations in the modulated injection laser
spectrum as a function of wavelength for a certain fHML can be a sign of self
phase modulation due to gain saturation in the gain section of the HMLQDL.

An optimum in spectral width of the modulated CW laser was found for
Iinjection ∼ 750 mA and fHML ∼ 4.45 GHz. This point approximately coincides
with Iinjection where the passivelymode-locked QDL starts to give spurious fre-
quencies in theRF spectrum, andwhere fHML coincideswith the passivemode-
locking frequency at this value of Iinjection. The largest spectral width of the
modulated CW injection laser, determined at -20 dBc, was 1.27 nm with an
injected power of 6.2 mW into the 25% port. The working point for further
investigation was chosen at Iinjection = 747.3 mA and fHML = 4.4532 GHz.

4.4 Characterization of the generated frequency comb
In order to characterize the discrete modulation side-bands (these will be
called comb modes from now on) imposed on the injected CW laser, high-
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resolution optical spectra were taken to resolve the individual comb modes.
To conclude the measurements on the generated frequency comb the optical
coherence of the combmodes has been verified in an optical heterodyne-beat
experiment with two CW lasers and an Er3+-fiber frequency comb laser.

4.4.1 High resolution optical spectra of the generated frequency
comb

The setup of Fig. 4.2 has been used to acquire high-resolution optical spectra
of the generated frequency comb. The CWprobe laser was in this case an Agi-
lent 8164A with 81600B tunable laser source (relative set accuracy < ±125
MHz, linewidth ∼ 100 kHz, frequency stability within tens of MHz). The
optical beat with the injection laser was used to characterize the generated
comb. The frequencies of these comb modes are positioned at the optical
injection frequency (finjection) modulo fHML. The probe laser frequency was
stepped through the generated comb spectrum in steps of 1–2 GHz.

With this setup optical spectra with high frequency resolution (120–600
kHz) have been measured, and a determination of the comb amplitude to
background ratio could be derived from these spectra. About 1% of the light
after the SOA was sent to the OSA for low resolution reference spectra, while
99% of the light was used to generate the optical heterodyne beat between
the optically injected HMLQDL and the probe laser. The resulting RF spectra
were measured with the ESA.

Once finjection was established (in this case relative on the Agilent 81600B
wavelength scale), the comb modes can be found and the peak height and
signal to background ratio determined from the RF spectra by a fitting pro-
cedure. The radio band width (RBW) of the ESA was set at≥ 300 kHz in order
to properly record the RF power of the down converted optical modes in the
photo diode signal.

Figure 4.8 shows the determined signal to background ratio for each side
mode of the modulated CW laser. Mode position 0 equals finjection. The aver-
age of the OSA spectra recorded during the high-resolution scan is given as a
comparison (red line). TheOSAwavelength scale has been calibratedwith the
Agilent 81600B and the peak value of the OSA was shifted to match the peak
value of mode 0. The width of modulated CW laser from 0 to -20 dBc as seen
on the OSA spectra can directly be compared with the width of the modula-
tion in the high-resolution optical spectrum. The 30 dB signal to background
ratio spans 23 modes, which is > 100 GHz in the optical domain. These data
show that we have generated a frequency comb existing of narrow modula-
tion peaks, through modulation of the injected CW laser by the HMLQDL.

The occasional mode with a low signal to background ratio is possibly a
sign of self phase modulation due to saturation in the gain section of the HM-
LQDL structure [266]. The asymmetry in the spectrum can be seen as a hint in
this direction, as well as the fact that themodulation of the spectral intensity
was observed when the power of the light coupled into the laser was relat-
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Figure 4.8: The signal to background ratio of each of the modes of the comb generated by the HM-
LQDL on the CW injection laser. Each dot represents a mode of the comb. The error bars give the
rms deviation. The average of the OSA spectra recorded during the probe laser scan is given by the
red line. The gain profile of the quantum dot laser is nearly constant on the wavelength scale of

this plot.

ively high, while Iinjection was, at the same time, set for optimal modulation
width. Despite the long measurement time causing significant deviation in
the fiber in-coupling (> 5 dB) which might have led to varying laser dynam-
ics during themeasurement, the generated combwas notmuch affected. The
recorded OSA spectra show a slight variation over time. However, the cor-
respondence of the high-resolution spectrum with the averaged OSA spectra
show that these variations were not the prime cause of the reduced signal to
background of some of the modes.

In a separate heterodyne beat measurement, using two Toptica DL
100/pro lasers as probe and injection laser, we determined the width of the
comb modes on short time scales by use of the ESA. In this case the RBW of
the ESA was set below the linewidth of the optical heterodyne beat, in order
to resolve the width of the individual modes of the comb. The width of the
heterodyne beat between the injection and probe laser was determined to be
140(60) kHz. The width of the heterodyne beat between combmode 18 of the
generated comb and the probe laser was 160(40) kHz, and the width of the
heterodyne beat of combmode 39 with the probe laser was 170(90) kHz. This
means that there is no significant broadening of the generated comb modes
with increasing mode number within the errors.

4.4.2 Optical coherence of the generated frequency comb
The coherence of the generated comb was determined by an optical hetero-
dyne experiment involving two CW lasers and an Er3+-fiber frequency comb
laser (FCL) as shown in Fig. 4.9. Two Toptica DL 100/pro CW diode lasers were
used in this experiment. Beat frequencies (fbeat) of both CW lasers with the
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FCL were counted. The optical beat frequency of the second CW laser with a
mode of the generated comb on the injected CW laser was also counted. The
counters (Agilent 53132A) were synchronously gated using an external trig-
ger and time gate. The FCL, ESA, counters and RF generator used to generate
fHML were all referenced to a rubidium atomic standard (Stanford Research
Systems PRS10) phase-locked to a one pulse-per-second signal retrieved from
the global positioning system.

75%

25%

~ Iinjection

isolator

SOA
50%

50%

HMLQDL

gain sectionSA

fHML
4.5 GHz

frequency comb

I
CW injection laser

50%
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CW probe laser
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Figure 4.9: Setup used to characterize the coherence of the comb generated on the CW injection
laser. HMLQDL: hybridly mode-locked quantum dot laser, SOA: semiconductor optical amplifier,
OSA: optical spectrum analyzer, FCL: frequency comb laser, VOA: variable optical attenuator, gray

lines: electrical signals, red lines: free space optical path, black lines: fiber optics.

Eachmode of the QDL generated comb and fiber frequency comb laser can
be described by fn = fCEO + nfrep, n ∈ N, where fCEO is the carrier envelope
offset frequency, frep is the repetition rate frequency of the comb, and n the
modenumber of the combmode. The frequency fCW of a CW laser in an optical
heterodyne measurement with a FCL can be expressed as:

fCW = fCEO + n · frep + fbeat, (4.1)

where n is the mode number of the optical comb mode with which the beat
is made and fbeat is the RF beat frequency. Both fCEO and fbeat can be positive
or negative.

For two CW lasers and two FCLs (the HMLQDL generated comb being one
of them) Eq. (4.2) and (4.3) can be written withm, n the mode numbers of the
modes used for the optical heterodyne beats with comb1 (FCL) and o, p for
beats with comb2 (QDL):

fCW2 − fCW1 = (n− m) · frepFCL + fbeatCW2,FCL − fbeatCW1,FCL, (4.2)

fCW2 − fCW1 = (p− o) · frepQDL + fbeatCW2,QDL − fbeatCW1,QDL. (4.3)

Note that fCEO drops out of Eq. (4.2) and (4.3). Taking laser CW2 as the injection
laser, fbeatCW2,QDL = 0 since it acts as the central mode of the QDL generated
comb. This is illustrated in Fig. 4.10. Equating Eq. (4.2) and (4.3) then gives:

Δf = (n−m)·frepFCL−(p−o)·frepQDL+fbeatCW2,FCL−fbeatCW1,FCL+fbeatCW1,QDL ≡ 0,
(4.4)
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where Δf is the measured deviation from 0 which is used to give a measure
of the coherence of the generated comb. Measurement errors can be present
when the S/N ratio of the heterodyne beats is too low, giving rise to false or
missed counts. In the experiment the three optical beat notes were counted
at various counter gate times. For this experiment the CW laser frequencies
do not necessarily need to be locked, therefore the lasers were left free run-
ning.
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Figure 4.10: Illustration of the coherence measurement by using a frequency comb laser (FCL) and
the generated QDL comb. The frequency difference between the CW lasers measured with both
combs should be equal (Δf = 0) if the combs are coherent at the time scale of the measurement.
This can be determined using the mode number differences and measured beat frequencies (fbeat).

Typical results of the measurements performed with the setup of Fig. 4.9
are shown in Fig. 4.11. The measured beat frequencies in the top part can
vary with multiple MHz. The frequency deviation displayed in the bottom
part of the graph was calculated from the data in the top part via Eq. (4.4). A
measurement 14 fHML modes away from finjection, corresponding to 249 modes
frequency difference on the FCL gave deviations from Eq. (4.4) of -1.2(2.9) Hz
at 2.0 s gate time (59 measurements), -0.1(2.6) Hz at 0.5 s gate time (61 mea-
surements) and 0.1(3.9) Hz at 0.1 s gate time (75 measurements).

The coherence of the generated comb modes has been measured up to
mode 23 of the QDL comb. In this case the S/N ratio was∼ 25 dB which leads
to cycle slips and/or false counts. The mean of the Δfmeasurement sets is in
this case at kHz level with typical rms-deviations within the sets of up to 100
Hz.

From the measurements it is clear that the comb generated by CW injec-
tion of a HMLQDL is strongly determined by the RF generator used for hybrid
mode-locking and is at least tunable in frep over the range where proper hy-
bridmode-locking can be achieved. The fCEO of the generated comb then only
relies on the absolute frequency stability of the injected CW laser. Stable op-
tical CW laser sources at 1.5 μm can be achieved by optical locking of the CW
laser on e.g. an acetylene line [267].
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Figure 4.11: Optical heterodyne beat of 2 CW lasers with the FCL and QDL comb, S/N > 30 dB at
(p − o) = 14, confirming the coherence of the generated comb on the CW injection laser. (a)
Frequency deviation Δf = 0.1(3.9) Hz at 0.1 s gate time. (b) Frequency deviation Δf = −1.2(2.9)
Hz at 2.0 s gate time. (top part) Counted beat frequencies, offset from mean in MHz. (bottom part)

Frequency deviation Δf for fbeat ’s from the top part in Hz.

4.5 Discussion of the physical processes in the modulator
The observation of coherent side mode generation from a CW laser that is
injected into a HMLDQL naturally raises the question which processes could
lead to the observed results. Especially in the hybridly mode-locked case it
is clear that the modulation is caused by the modulation of the SA section of
the QDL which acts as an electro-optical modulator (EOM). Amplitude mod-
ulation (via loss/gain) and phase modulation (via refractive index changes),
can arise due to the electron-density changes in the SA section. The mod-
ulation strength might be enhanced by the quantum dot material [268]. It
appears that the mode-locked laser action is not greatly influencing the side-
mode generation and gives rise to the question if it is important at all for the
workings of the device as an EOM.

In the case of the passively mode-locked laser, the observed small modu-
lation depth of the injected laser can be caused by modulation of the photo-
current (loss/refractive index) in the SA section of the QDL because of the
light pulse circulating in the laser, and by phase modulation via the quantum
dot material. In case of hybrid mode-locking this light pulse is influenced
by the alternating loss and gain during the RF cycle, which causes a much
stronger modulation of the CW laser. Moreover, this modulated light is then
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amplified in the gain section of the laser, which can give rise to non-linear
optical effects if it is optically saturated. That the modulation is enhanced
with gain can be seen from the increasing strength of the fHML peak with in-
creasing current in Fig. 4.6(b) below lasing threshold, and by the increasing
width of the generated comb spectrumon the injection laser above threshold.
The conclusion that gain plays a role is further supported by the fact that the
width of the comb spectrum narrows when the wavelength of the injected
laser ismoved towards the edge of the gain spectrumof the QDmaterial [245],
where themodulation strength in the SA section and amplification in the gain
section are smaller.

4.6 Conclusions and outlook
In this article, coherentmodulation of a CW laser injected into a HMLQDL res-
ulting in frequency comb generation has been demonstrated. Possible mech-
anisms behind this modulation have been proposed, however a full under-
standing is still lacking. Comb generation is possible in the gain spectrum of
the QD material. The generated comb is decoupled from the HMLQDL laser
action. The central frequency of the resulting comb can be changed by tun-
ing the wavelength of the injected CW laser. Tuning of frep is provided by
the hybrid mode-locking frequency of the QDL, while fCEO can be tuned by
using both frep and the absolute frequency of the CW injection laser. The 30
dB signal to background range of the generatedmodulation extended over 23
modes (> 100 GHz). Phase coherence of the generated comb has been shown
at the level of 0.1(3.9) Hz deviation for timescales of 0.1 to 0.5 seconds, atmode
14 (> 60 GHz) from the injected laser (mode 0). It provides strong evidence
for full coherence of the generated comb of which more than 60 modes could
be resolved.

One of the applications of these generated coherent combs could be phase
locking of telecommunication lasers on neighboring channels in dense wave-
length division multiplexing (DWDM) optical networks. Another application
could be harmonic generation of a GHz RF source by optical mode filtering of
the generated comb, providing stable frequency sources at> 100 GHz when
the light is converted back to the RF by a fast photo diode. The generated
comb could also be used as a basis for several telecommunication modula-
tion schemes. We note however, that the comb flatness (3 dB bandwidth)
needs improvement, see e.g. [259, 269], before this is feasible for some of the
modulation schemes proposed in the introduction.

We conclude from this experiment that coherent narrow linewidth fre-
quency comb generation and amplification is possible in the used InAs/InP
quantum dot material. Modifications to the laser cavity like a high-Q reson-
ator and intra-cavity dispersion control, can lead to narrow linewidth (< 100
kHz), short pulse (< 100 fs) frequency comb lasers, paving the way towards
fully integrated, robust, narrow linewidth, self referenced semiconductor fre-
quency comb lasers.
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5. Tunability and phase stability of extreme
ultraviolet frequency comb lasers

In Sec. 5.1 (published in Optics Letters [179]) an experiment is described dem-
onstrating widely tunable extreme ultraviolet (XUV) frequency comb gener-
ation based on the Ramsey comb method. Some of the details of this exper-
iment that were not published before are presented in Sec. 5.2, including an
estimation to what short wavelengths the method could be feasible.

5.1 Widely tunable extreme UV frequency comb generation
Abstract: Extreme ultraviolet (XUV) frequency comb generation in the wave-
length range of 51 to 85 nm is reported based on high-order harmonic gen-
eration of two consecutive IR frequency comb pulses that were amplified in
an optical parametric chirped pulse amplifier. The versatility of the system
is demonstrated by recording direct XUV frequency comb excitation signals
in helium, neon and argon with visibilities of up to 61%.

5.1.1 Introduction to XUV frequency combs
Frequency comb (FC) lasers have become an important tool in many fields
of physics, ranging from precision spectroscopy [36, 37], to attosecond sci-
ence [270]. Typical FCs cover only the infrared to UV wavelengths due to
the availability of laser materials and the use of low-order frequency con-
version. Extension of FCs to much shorter wavelengths such as extreme ul-
traviolet (λ <100 nm) is pursued by several groups through high-harmonic
generation (HHG). It has been shown that HHG can result in (to some degree)
phase coherent up-conversion of ultrafast pulses. This has been shown for a
single amplified pulse [271], an amplified pulse split in two (spatially or tem-
porally) [271, 272], and for an infinite FC pulse train enhanced in a resonator
cavity [184, 185, 273]. Alternatively, phase-coherent amplification of two or
more FC pulses in combination with low and high harmonics has been dem-
onstrated as well [155,274,275], and to the best of our knowledge only in this
case could precision metrology in the XUV be shown [155].

In this Letter we demonstrate the versatility and tunabiliy of the method
based on FC amplification and up-conversion of only two FC pulses by record-
ing XUV frequency comb (XFC) spectroscopic signals over ranges between 51
nm and 85 nm in helium, neon and argon. With two pulses the spectrum still
peaks at the positions determined by the modes of the original FC, but now
in the form of a cosine-like modulation. The broad ’modes’ are not limiting
the resolution, as the time between the pulses can be increased to reduce the
mode distance and therefore increase the resolution (the mode spacing is in-
versely proportional to the delay of the pulses) [275]. After amplification and
HHG in a gas jet, the XUV pulses are used to directly excite a transition in a
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output, spectrally clipped FC, amplified FC, FC after HHG. (b) The XFC spectroscopy system, where

two FC pulses are amplified in the NOPCPA, upconverted by HHG for direct XFC spectroscopy.

noble gas. By changing the repetition rate of the FC in the IR, themodes in the
XUV are scanned over the transition. This results in a cosine-like excitation
spectrum, much like in Ramsey spectroscopy [69].

5.1.2 Overview of the frequency comb laser system
A schematic of the system can be seen in Fig. 5.1. The FC delivering the phase-
coherent pulses is based onTi:sapphire, with an average power of 800mWand
a pulse duration of less than 20 fs. The repetition-rate (frep =150 MHz) and
carrier-envelope offset frequency (fCEO =37.5 MHz) of the FC are referenced
to a GPS-disciplined Rb clock. Amplification of two pulses from the FC takes
place in a 3 stage non-collinear optical parametric chirped pulse amplifier
(NOPCPA). The pump laser for this system has been designed to produce two
50 ps pulses of≈100mJ at 532 nm that are delayed carefully tomatch the time
separation of the FC pulses. that carefully match the pulse time separation of
the FC. Two FC pulses, each less than 0.5 nJ in energy and≈2 ps long after the
stretcher, are amplified in the NOPCPA system to 5mJ using two beta-barium-
borate (BBO) crystals. After re-compression in a grating compressor, 1–2 mJ
per pulse is available for HHG.

To generate the XFC, the 6.1 mm diameter amplified IR beam is focused
with a 50 cm lens into a pulsed noble gas jet (Kr for the 15th harmonic, Xe for
13th and lower harmonics). Only a single transition should be excited by the
XFC, otherwise a reduction in contrast and uncontrolled shifts of the cosine-
shaped signal can occur. The transition frequency can be obtained from this
signal because a maximum occurs each time the transition comes into reson-
ance with one of the XFCmodes centered at fm = qfceo+mfrep+ Δϕefffrep/2π.
In this expression q is the harmonic order, m is the mode number, and Δϕeff
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is an effective differential phase shift at the transition frequency that takes
phase shifts in the IR (e.g. due to the NOPCPA [177]) and the HHG process
into account [155]. The XUV bandwidth (the XFC wavelength span,<0.1 nm)
is controlled by a slit in the Fourier plane of the stretcher, which limits the
amplified spectrum in the IR to 6 nm for the helium and neon spectroscopy,
and to 3 nm for the argon spectroscopy. The central XFC wavelength can be
coarsely tuned by changing the position of the slit in the stretcher, selecting
IR wavelengths between 805 to 740 nm at the fundamental.

TheXUV light is crossedperpendicularlywith a lowdivergence (<3mrad)
pulsed atomic beam. Whenever one of the XFC modes comes into resonance,
a peak in the excitation probability occurs. Excited atoms are detected via
ionization with a 1064 nm pulse and a time-of-flight mass spectrometer. A
channel electron multiplier is used to count the ions, while the XUV intens-
ity of the harmonic used for excitation is measured with a gratingmonochro-
mator and a photomultiplier.

5.1.3 Demonstration of wavelength tunability
The tunability of the system at the conditions required for XFC generation is
demonstrated first by performing coarse spectroscopy on helium, neon and
argon with a single up-converted pulse of the frequency comb’s pulse train
(which does not form a comb). By changing the IR intensity and the gas me-
dium for HHG, the cutoff photon energy is tuned to the harmonic that is used
for the spectroscopy (9th for Ar, 13th for Ne and 15th for He). In this way di-
rect ionization due to XUV light of higher harmonic orders is minimized. To
record these spectra, the ion signal was measured at each wavelength (with
steps of 0.25–1 nm in the IR) for 500 laser shots while scanning the slit in
the stretcher. Signal from ionization (10–20%) due to higher HHG orders was
measured by blocking the ionization beam and subtracted from the signal.

Fig. 5.2 (lower part) shows these spectra of ground-state transitions in
argon, neon and helium (the arrows indicate NIST database line positions
for comparison [276]). In argon the transitions to the excited states
3p5(2P3/2)4d[1/2]1 to 3p5(2P1/2)6s[1/2]1 have been recorded. In neon exci-
tation to 2p5(2P3/2)5s[3/2]1 to 2p5(2P3/2)7d[3/2]1 is shown and in helium the
1snp 1P1, n ∈ {4, . . . , 9} series can be distinguished up to n = 9 . The XUV
scanning range was determined at the low energy side by the requirement
that the 1064 nm beam could ionize the excited state.

5.1.4 Frequency comb spectroscopy at XUV wavelengths
To generate an XFC, a second amplified and up-converted pulse was added,
and care was taken that the HHG process did not saturate (IIR < 5× 1013
W/cm2 for krypton, and a factor of 2 lower for HHG in xenon). In this manner
two phase coherent XUV pulses are produced, leading to a cosine-modulated
spectrum. The mode spacing in the XUV remains the same as that of the ori-
ginal FC in the infrared, whichwas close to frep =150MHz. Given theXUV spec-
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Figure 5.2: Single pulse (bottom) anddouble-pulseXFC (top) spectra of argon, neon andhelium. The
wavelength axis calibration in the lower part is obtainedwith anAndoAQ6315A spectrometer in the
IR (accurate to 0.03–0.06 nm). The vertical dashed lines indicate separate measurements sessions,
while the arrows indicate NIST database line positions [276] for comparison. The top row shows the
XFC signal measured on the Ar 3p5(2P3/2)4d[1/2]1 (contrast ≈37%), Ne 2p5(2P3/2)5s[3/2]1 (45%)
and He 1s6p (36%) state by scanning frep of the FC. For helium a mixture with neon was used to

reduce Doppler broadening to 40 MHz.

tral width, there are approximately 2.8× 104–8.0× 104 XFC modes present
for a central wavelength of 85–51 nm. The slit in the stretcher was used to
select a particular transition, and the repetition rate of the FC in the IR was
then scanned to move the comb modes over the transition. The upper part
in Fig. 5.2 shows this XFC signal recorded for selected transitions in helium,
neon and argon. The signal (based on approximately 20000-40000 laser shots,
binned into 20 groups per XFC excitation signal period) is normalized to the
measured average XUV-intensity.

In [155] we demonstrated that from the XFC signal in helium (similar to
that shown in Fig. 5.2), the transition frequencies can be obtained with up to
6 MHz accuracy at 51 nm. For the wavelength range presented here in argon
and neon, at least a similar accuracy can be obtained experimentally, as all
the systematic and statistical errors are expected to be smaller. However, a
comparison with theory is hampered by a lack of sufficiently accurate calcu-
lations in Ne and Ar. Therefore we concentrate in this Letter on the tunabiliy
and contrast (defined as the signal amplitude over the average) of the XFC
signal. This contrast is mostly influenced by Doppler broadening, lifetime of
the excited state relative to the pulse delay, background from direct ioniza-
tion by higher harmonics, and phase noise introduced in the NOPCPA (typ-
ically tens of mrad in the IR) and HHG. Phase shifts common to both pulses
do not lead to a shift in the mode spectrum, or contrast reduction. However,
a differential phase shift Δφ, changes the frequency of the modes according
to Δf = frepΔφ/(2π). HHG introduces an IR intensity dependent adiabatic
phase shift in the emitted harmonics [176,194], and accompanying ionization
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can also lead to phase shifts as large as 2 rad [155]. Because of these effects,
phase noise due to variations in IR intensity, pulse intensity ratio and HHG
medium density can reduce the contrast of the measured comb modulation.
Doppler broadening is reduced for helium in the supersonic atomic beam by
mixing it with neon and argon, leading to a helium velocity of 830(200) m/s
and 500(250) m/s respectively [155].

The highest XFC signal contrasts (averaged over several measurements)
were seen in helium (55% when seeded in argon) and argon (61%), while for
neon a contrast of 43% was observed. Measurements on one transition var-
ied up to 10% in contrast. We use a model assuming a Gaussian shape XUV
phase noise and Doppler profile to obtain an estimation for the atomic beam
divergence and XUV jitter from the measurements. This results in an atomic
beam divergence of 2.4 mrad (FWHM) and an XUV phase jitter of 0.40(13),
0.46(9) and 0.41(10) cycles for the He, Ne and Ar measurements respectively.
For helium almost a factor 2 lower XUV phase noise is expected based on the
stability of the frequency comb (1.6 MHzmode line width) and NOPCPA pulse
energy stability (6% rms). For argon measurements, even lower XFC noise
is expected due to the lower harmonic (9th compared to 15th for helium).
No clear correlation between the contrast and IR intensity, intensity jitter or
harmonic order is observed in the measurements, which might indicate an
underestimation of the influence of density variations in the HHG jet, or the
bandwidth of the FC modes in the IR.

5.1.5 Conclusion and outlook
In conclusion, we have demonstrated widely tunable (51–85 nm) XUV comb
generation and spectroscopy based on amplification and up-conversion of
two frequency comb laser pulses. With the present setup continuous tun-
ing down to 47 nm is possible, and with higher harmonics even 25 nm should
be feasible with >10% contrast. However, the latter has not been tested due
to a lack of suitable transitions. A sub-MHz accuracy should become possible
by employing pulses with a bigger time separation, combined with further
Doppler broadening reduction using e.g. a two-photon transition.

This workwas supported by the FOM through its IPP program ”Metrology
with Frequency Comb Lasers”, NWO through a VICI grant, the EU via FP7 JRA
ALADIN, and by the Humboldt Foundation.

5.2 Appendix: Estimation of the phase jitter of the Ramsey
comb in the XUV

In this section parts of sections 2.5.3, 2.8.4 and 2.6.1 will be used to model the
contrast of the signals obtained from the helium, neon and argon spectros-
copy. This model underlies the XUV phase stability calculations of which the
results appeared in [179]. In this case, from a measured contrast a minimum
XUV phase stability is calculated to obtain this contrast from the best estim-
ates for certain experimental parameters. Relativelymany assumptions have
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been made, since exact properties, e.g. of the atomic beam, have not been
separately measured due to the fact that the need for contrast calculations
came up after the experiment was completed. Nevertheless, because the res-
ulting XUV phase jitter is a worst-case estimation it provides valuable input
for calculations to estimate Ramsey fringe contrasts at shorter wavelengths.

5.2.1 Modelling the Ramsey fringes
The Ramsey signal ismodelled after equation (2.72) with a slightmodification
due to radiative decay of the excited atom, which is significant since the life-
time of the excited states (especially in He) is on the order of 1/frep and should
therefore be taken into account. We assume that the signal detection (ionisa-
tion pulse) takes place at a timescale≪ 1/frep (typically within 1 ns) after the
second excitation pulse so that radiative decay after the second pulse can be
neglected. The signal is therefore equal to

S(frep) =
∣∣ce,2 pulses∣∣2 = ∣∣ce,p1∣∣2 e− A21

frep +
∣∣ce,p2∣∣2 +

2
∣∣ce,p2∣∣ ∣∣ce,p1 ∣∣ e− A21

2frep cos
{
2π
(
ftr + fCEO

frep

)}
, (5.1)

where ce,p1,2 are the excitation amplitudes due to pulse 1 and 2 which are
proportional to the pulse intensity, ftr is the transition frequency, and A21 is
the Einstein A coefficient which determines the spontaneous emission rate.
Equation (5.1) gives the excitation probability immediately after the second
pulse. Figure 5.3 shows the excitation rates for Einstein A coefficients near
frep.

The contrast C of the Ramsey signal S is given as

C(S) =
max(S)−min(S)
max(S) +min(S)

(5.2)

wheremin(S) is the level of theminima andmax(S) is the level of themaxima
of the signal. In the case that 1/A21 (the decay time) is much faster than the
pulse delay the contrast will be near zero, although an average excitation∣∣ce,p2 ∣∣2 of the atomic ensemble remains due to the second excitation pulse,
as can be seen in Fig. 5.3. In the following simulations to determine the phase
jitter, the parameter fCEO is neglected as it has no influence on the contrast.

5.2.2 Modelling of the atomic beam properties
In order to determine the Doppler profile due to the atomic beam configur-
ation of Fig. 2.9, the longitudinal velocity distribution along the laser beam
needs to be known, as well as the atomic density profile.

The configuration of the valve and skimmers, determining the shape of
the atomic beam, is given in Fig. 5.4. This configuration exists of a pulsed
General Valve, a circular skimmer of 0.5 mmdiameter and a slit skimmerwith
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Figure 5.4: The atomic beam setup as used in the crossed beamXUV spectroscopy experiments. Two
skimmers are used to obtain a beamwith a narrow opening angle from aGeneral Valve (electromag-
netic valve). The maximum opening angle is given by the geometry as depicted in the bottom half
of the figure.The second skimmer is a slit which can be moved by a micrometer to adjust the angle

between the atomic and XUV beam for (near) Doppler-free excitation.

a width of 0.25 mm. This effectively creates a highly directional gas “screen”,
where the maximum velocity in the direction of the XUV beam is limited by
the transverse velocity component of the atomic beam due to the maximum
possible beam half angle

β = arctan
(
s1 + s2
2d

)
= arctan

(
0.5+ 0.25
2 · 135

)
= 2.8 mrad (5.3)

where s1,2 are the skimmer widths and d the distance between the skimmers.
Thus the maximum full beam angle is 2β = 5.6 mrad.

A time-of-flight profile of the atomic beam, measured by scanning the
pulsed valve opening time with respect to a single pulse excitation and ion-
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Figure 5.5: Time of flight (TOF) ion signal of the atomic beam obtained by scanning of the pulsed
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initial scan, where the atoms scattering off the back of the chamber fill thewhole beampath causing
a large signal after 500 μs. A second scan (red line) was repeated a day later with a higher resolution
to get a better impression of the shape of the He pulse. The pulse length is in the order of 150 μs.

isation sequence is depicted in Fig. 5.5. The duration of the supersonic ex-
pansion of the atomic beam is about 150 μs. During the frequency comb exci-
tation (ns time scale) we interact with only a fraction of the full atomic beam
selecting a particular velocity class. Moreover the supersonic expansion leads
to a higher forward velocity in the beam, but with a much narrower velocity
distribution than a thermal beam. We therefore neglect this velocity distri-
bution of the atomic beam in the contrast and XUV phase jitter analysis.

The exact beam velocities can not be derived from these measurements,
but have been derived during the helium spectroscopy, by varying angle δ
(see Fig. 2.9) between the XUV and atomic beam and observing the shift of
the helium transition frequency for a pure helium beam and mixtures of he-
lium:neon and helium:argon (1:5). The measured beam speeds and the max-
imum transverse velocity are given in Table 5.1 asmeasured by Kandula [178].
The forward velocity is that of the supersonic gas expansion from the general
valve (backing pressure 3 bar). For pure noble gasses used to record Ramsey
fringes at other than 51 nm, the beam speed is assumed to be equal to that of
the seeded helium beams.

The speed ratio for of forward velocity and transverse velocity compon-
ent of the atomic beam is β for small beta. It should be noted that the Doppler
shift is proportional to the angle at each position in the beam. The spectros-
copy signal strength is proportional to the amount of atoms, which is also
a function of the angular position. Therefore the first order Doppler profile
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Gas forward maximum transverse
velocity (ms-1) velocity (ms-1)

He 2000(320) ±11(1.8)
Ne 830(200) ±4.6(1.1)
Ar 500(250) ±2.8(1.4)

Table 5.1: The beam speeds for the supersonic helium beams seeded in the given seed gasses. The
He:seed ration is 1:5. We assume that the beam speed is determined by the seed gas. The size of
the standard deviation is mainly due to the uncertainty in the velocity determination. The actual

velocity spread in the supersonically expanding beam is expected to be much less.

will be proportional to the angular atomic density function.

fDoppler(β) =
f
c
βv (5.4)

I( fDoppler) = N( fDoppler) (5.5)

where f is the laser frequency, β is the atomic beam angle, v the atomic velo-
city and c the speed of light, I(β) is the spectroscopy signal intensity which
depends on the atomic density function N(β).

The density functions proposed for N are the normalised rectangular, tri-
angular or Gaussian functions

rect(w, x0) = {u(x− x0 + w)− u(x− x0 − w)} , (5.6a)

Nrect.(w, x0) =
1
2w

rect(w, x0), (5.6b)

Ntr.(w, x0) =
{
1
w
− |x− x0|

w2

}
rect(w, x0), (5.6c)

NGauss.(w, x0) =
2
√
ln 2

w
√
π

exp

{
−4 ln 2 · (x0 − x)2

w2

}
, (5.6d)

where u(x), is the unit step function, w is the full-width half-maximum
(FWHM) of the function, and x0 is the central position of the function. For the
rectangular function w is actually half the width of the rectangle. This defin-
ition creates consistency with regard to the maximum atomic beam angle
possible in the actual skimmer geometry, because the rectangular function
would otherwise only fill half the possible beam angle of the other functions
for a given w. The functions given in equations (5.6) are plotted in Fig. 5.6.

It is to be expected that under a uniform angular distribution for each
position in the first skimmer, the atomic density behind the second skim-
mer should resemble a triangular function. However it could be likely that
collisions of the atoms after the first skimmer might lead to a more uniform
distribution, like a Gaussian shape, with the rectangular shape as a limiting
case.
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Figure 5.6: Doppler profiles used in the XUV phase jitter determination. The FWHM is 2.4 mrad,
which is the value for which the XUV jitter values have been determined in Chapter 5.

The Doppler profiles of equation (5.5) act as filters on the Ramsey signals
modelled, decreasing the contrast C of the Ramsey fringe. The reduction of
contrast can be found by convolution of these functions with the Ramsey sig-
nal.

5.2.3 Modelling of the XUV phase jitter
The carrier phase difference between the first and second pulse used for the
Ramsey spectroscopy depends on the intensity ratio of the amplified frequen-
cy combpulses. There are two indistinguishable effects. The first effect is due
to the phase dependence of the HHG process on the intensity via the classical
action integral (equation (2.83)). The second effect is that of the refractive
index difference in the HHG gas jet due to the electron density caused by ion-
isation of the gas by the first HHG pulse. This refractive index change causes
a phase shift of the fundamental and, through the HHG process, also on the
harmonics of the second frequency comb pulse.

The frequency shift Δf of the Ramsey fringe due to a phase offset φ of the
second XUV pulse with respect to the first, is given as

Δf(φ) = φ
2π

frep (5.7)

where the phase offset is in radians.
The phase jitter process has been assumed to yield a normal probability

density around a central fixed value (whose absolute value has been deter-
mined in the heliummetrology experiment as part of the systematic effects).
Thus equation (5.6d) with a FWHM w = Δf corresponding to a certain root
mean square value of the phase jitter φ has been used to model this effect.
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As with the Doppler profile, the phase jitter profile obtained via equa-
tions (5.7) and (5.6d) can be used as a filter that reduces the contrast of the
Ramsey fringe.

5.2.4 Modelling of the spectroscopy signal
In order to model the spectroscopy signal and obtain a contrast as it is meas-
ured in the experiment, a background signal due to direct ionisation needs
to be accounted for. This background signal is a more or less constant frac-
tion of 1–20% of the average level of the ion signal, depending on the atomic
species under investigation and the strength of the atomic transition.

The intensity of the fundamental is chosen such that the excitation har-
monic (e.g. the 15th) is exactly at the cut-off frequency of the HHG process.
The next higher harmonic, which typically lies above the first ionisation en-
ergy of the atom, can still be present at about 10% of the intensity of the
excitation harmonic, and causes direct ionisation of the atoms under invest-
igation. This leads to a background signal that cannot be separated from the
Ramsey fringes.

The direct ionisation fraction is modelled by adding a constant back-
ground to the signal, according to the amount determined during the per-
formed spectroscopy. The background fraction b is defined as

b =
Sback.⟨
Sspec.

⟩ (5.8)

where Sback. is the absolute background signal level and
⟨
Sspec.

⟩
is the average

spectroscopy signal level.
The spectroscopy signal Sspec. is modelled by generating a Ramsey signal

(S(frep)) according to equation (5.1). Doppler (equation (5.5)) and XUV jitter
( (5.7)) are taken into account by convolution with the Ramsey signal, and the
background fraction is added

Sspec. = S( frep) ∗ I( fDoppler) ∗ I( fXUV) + Sback., (5.9)

where ∗ denotes a convolution. The contrast of the modelled signal can then
be determined via equation (5.2) and used to make various estimations.

5.2.5 Estimation of the XUV phase jitter
To estimate the XUV phase jitter, the minimum value for the difference in
contrast between experiment and simulation have been determined. A series
ofmeasurements have been selected in helium, neon and argon, although the
neon and argon spectroscopy signals were never recorded with the intention
of a phase jitter analysis in mind. The latter measurements therefore show
a larger spread in both beam angles and XUV phase jitter, which are to some
extent interchangeable in the model.

The calculated contrasts for varying atomic beam divergence and XUV
phase jitter have been compared with contrasts obtained in the He, Ne and
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Figure 5.7: Root mean square difference between simulated and experimental contrasts assessed
on the combined 1s2–1snp n ∈ {5, 6, 7} measurements in He. A minimum is seen around beam
angle β ≈ 2.4 mrad and and XUV jitter of ∼ 0.4 rad indicating that those are the most probable

values for the experiment.

Ar spectroscopy by calculation of the root mean square (R.M.S.) over many
wiggles. From these calculations an atomic beam angle has been estimated
and the XUV phase jitter at this atomic beam angle was determined. The res-
ult of the assessment for the combined 1s2–1snp n ∈ {5, 6, 7}measurements
in He is given in Fig 5.7. It is assumed that this dataset has the best internal
consistency, since the conditions during the heliummeasurements have been
held as equal as possible.

The outcome of the assessment has resulted in the determination of an
atomic beam divergence of 2.4(0.8) mrad (FWHM). The corresponding XUV
phase jitter was 0.40(13), 0.46(9) and 0.41(10) cycles for the helium, neon and
argon measurements respectively.

5.2.6 Estimation of contrasts in XUV spectroscopy
The values for XUV jitter and beam angle, obtained from the R.M.S. differ-
ence calculation, can be fed back into the calculation to obtain estimates of
potential contrasts for various other atomic transitions. This is particularly
interesting for 2-photon transitions, where the upper state typically has a
large lifetime, which can be measured in a Doppler free or reduced regime.1
For a certain atomic beam divergence and beam speed, the obtainable con-
trasts for various values of the XUV jitter can then be predicted.

The exercise has been done for ground state transitions in helium, neon
and argon and the results presented in Fig. 5.8. It can be seen that the lower

1Note that in a crossed beam experiment in a counter propagating configuration with a
pulsed atomic beam, one can still have a Doppler shift due to possible wavefront differences for
the laser beams comming from opposite sides.
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atomic beamvelocities for a fixed atomic beamangle of 2.4mrad, lead to a sig-
nificant increase in signal contrast (pure heliumversus seededheliumbeams)
at zero XUV jitter. The increase in contrast for neon and argon at zero XUV
jitter is due to the longer excited state life times.

5.2.7 Extending contrast estimations to shorter wavelengths
Combinations of XUV phase jitter values together with Doppler broadening
or, in the case of a Doppler-free configuration without, give predictions for
maximally obtainable contrasts in XUV spectroscopy. In order to project
these results out to shorter wavelengths, one has to take several properties
of the HHG process into account as well, amongst others Ip, Up and thus the
IR intensity needed to reach up to a certain wavelength given a certain gass
in which HHG is performed.

This has been done for two-photon transitions up to 20 nm (an effectively
infinite excited state lifetime is assumed compared to the delay of the two ex-
citation pulses), for which the results are shown in Fig. 5.9. In this case the
assumptions have been that the seed gas for the atomic beam (divergence 2.4
mrad) was argon, which minimizes Doppler broadening, and an intensity to
phase coefficient (see equation (2.88)) of 10-13 rad cm2 W-1 has been used as
determined in [194] for Kr. A background ionisation of 15% has been assumed
and 10%power fluctuations (worst case scenario) at the fundamental IRwave-
length of 780 nm. The atomic beam profile and XUV phase noise shape have
both been taken with a Gaussian distribution, which gives worst case results.

The determination of XUV jitter based solely on the HHG intensity to
phase coefficient underestimates the HHG phase jitter. It was found that the
phase noise was twice as large as expected from theory only. This may well
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be due to the fact that there is also a refractive index change induced by the
first pulse, which is seen by the second pulse leading to additional phase jit-
ter. This difference between a clean HHG calculation and the experimentally
observed phase jitter, has been taken into account in the calculations as an
experimentally determined multiplication factor.

In order to calculate the phase jitter for various HHG gasses, the electrical
field and thus the intensity needed to reach the target wavelength was calcu-
lated by use of equations (2.75) and (2.76), taking the first ionisation potential
of the various possible HHG gasses into account. Next the maximum phase
jitter due to intensity fluctuations between the first and second HHG pulse
has been determined using equation (2.88)multiplied by the aforementioned
factor. Equation (5.7) was used to determine the window function in order to
calculate the contrasts.

The conclusion of these calculations is that a 10% contrast can still be
obtained for longer lived transitions at 25 nm, with a power density that can
be reached by our laser system, in a crossed beam experiment.



6. Frequency comb metrology on helium
groundstate transitions

The first section of this chapter (6.1) has been published in Physical Review
Letters [155]. The second part (6.2) gives a more detailed account of the the-
oretical aspects of some of the systematic effects appearing in the spectros-
copy on ground state transitions in helium as described in the first section.

6.1 Extreme Ultraviolet Frequency Comb Metrology
Abstract: The remarkable precision of frequency-comb (FC) lasers is trans-
ferred to the extreme ultraviolet (XUV, wavelengths shorter than 100 nm),
a frequency region previously not accessible to these devices. A frequency
comb at XUV wavelengths near 51 nm is generated by amplification and co-
herent upconversion of a pair of pulses originating from a near-infrared
femtosecond FC laser. The phase coherence of the source in the XUV is dem-
onstrated using helium atoms as a ruler and phase detector. Signals in the
form of stable Ramsey-like fringes with high contrast are observed when the
FC laser is scanned over P states of helium, fromwhich the absolute transition
frequency in theXUVcanbe extracted. This procedure yields a 4He ionization
energy at h×5 945 204 212(6)MHz, improved bynearly an order ofmagnitude
in accuracy, thus challenging QED calculations of this two-electron system.

6.1.1 Introduction
Mode-locked frequency-comb (FC) lasers [36,37] have revolutionized the field
of precision laser spectroscopy. Optical atomic clocks using frequency combs
are about to redefine the fundamental standard of frequency and time [75].
FC lasers have also vastly contributed to attosecond science by providing a
way to synthesize electric fields at optical frequencies [277], made long dis-
tance absolute length measurements possible [278], and have recently been
employed to produce ultracold molecules[279]. FC based precision spectros-
copy on simple atomic systems has provided one of themost stringent tests of
bound state quantum electrodynamics (QED) as well as upper bounds on the
drift of fundamental constants [280]. Extending these methods into the ex-
treme ultraviolet (XUV, wavelengths below 100 nm) spectral region is highly
desirable since this would, for example, allow novel precision QED tests [281].

Currently the wavelength range below 120 nm is essentially inaccessible
to precision frequencymetrology applications due to a lack of power of single
frequency lasers andmedia for frequencyup-conversion. Spectroscopic stud-
ies onneutral heliumusing amplifiednanosecond laser pulses [87,282] areno-
toriously plagued by frequency chirping during amplification and harmonic
conversion which limits the accuracy. These kind of transient effects can be
avoided if a continuous train of highpower laser pulses (produced by a FC) can
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be coherently up-converted. This would transfer the FC modes, at frequen-
cies fn = fCEO+nfrep, where fCEO is the carrier-envelope offset frequency, frep is
the repetition frequency of the pulses, and n an integer mode number, to the
XUV. Similar to what was shown in the visible [283, 284], the up-converted
pulse train could be used to directly excite a transition, with each of the up-
converted modes acting like a single frequency laser.

By amplification of a few pulses from the train, and producing low har-
monics in crystals and gasses, sufficient coherence has been demonstrated
down to 125 nm to perform spectroscopic experiments [274, 275]. To reach
wavelengths below 120 nm in the extremeultraviolet or even x rays, high har-
monic generation (HHG) has to be employed requiring nonlinear interaction
at much higher intensities in the nonperturbative regime [176]. That HHG
can be phase coherent to some degree is known [176, 285, 286], and recently
XUV light has been generated based on upconversion of all pulses of a comb
laser at full repetition rate [184, 185, 273, 287]. However, no comb structure
in the harmonics has been demonstrated in the XUV, nor had these sources
enough power to perform a spectroscopic experiment.

6.1.2 XUV frequency comb generation and spectroscopy
In this Letter we show that these limitations can be overcome, leading to
the first absolute frequency measurement in the XUV. Instead of convert-
ing a continuous train of FC pulses, we amplify a pair of subsequent pulses
from an IR frequency-comb laser with a double-pulse parametric amplifier
(OPA) [177] to the milli-joule level. These pulses with time separation T =
1/frep can be easily upconverted into the XUVwith high efficiency using HHG
in a dilute gaseous medium, and used to directly excite a transition in atoms
or molecules [see Figs. 6.1(a) and 6.1(c)]. This form of excitation with two
pulses resembles an optical (XUV) variant of Ramsey spectroscopy [69, 274].
Excitation of an isolated (atomic or molecular) resonance with two (nearly)
identical pulses produces a signal which is cosine-modulated according to
cos (2π ( ftr.T)− Δϕ ( ftr.)), where ftr. is the transition frequency and Δϕ ( ftr.)
is the spectral phase difference between the two pulses at the transition fre-
quency. Ideally, this spectral phase difference is just Δϕ(f ) = qϕCE = 2qπ·
fCEO/frep, where q is the harmonic order under consideration and ΔϕCE the
carrier-envelope offset phase slip between subsequent pulses of the FC. In this
case the cosine-modulated spectroscopy signal has a maximum whenever
one of the modes of an up-converted frequency comb would be resonant.
This statement remains true even if the amplification and harmonic up-con-
version significantly distorts the electric field of the individual pulses as long
as these distortions are common mode for each of them. Distortions that are
not common mode need to be monitored and corrected for, in this experi-
ment at a level of < 1/200th of the fundamental IR field period. The fre-
quency accuracy of the method is not fundamentally limited by the accuracy
of this correction since an error δ in Δϕ(f ) translates into a frequency error
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Δf = δ/2πT. Therefore the error can be made arbitrarily small by increasing
the time separation T between the pulses, provided the coherence time of the
excited state allows this.
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Figure 6.1: (a) Spectral and temporal structure of the generated light (left to right): FC of the con-
tinous coherent pulse train from the FC laser, the cosine-modulated spectrum of a pair of amplified
pulses, and oddharmonics of the amplified FC laser pulses each containing a cosine-modulatedXUV
comb corresponding to the XUV pulse pair. (b) Simplified 4He level scheme, XUV comb excitation
at 51.5 nm from the 1s2 ground state to the 1s5p excited state and state-selective ionization by a
pulse at 1064 nm. (c) Schematic of the experimental setup. D: beam mask, L: focusing lens, f = 50
cm, I: iris to separate XUV from IR. The pump laser provides both the 532 nm for pumping the OPA

as well as 1064 nm for ionization of helium.

6.1.3 Experimental setup
Phase coherent pulses near 773 nmare obtained fromaTi:sapphire frequency
comb (repetition rate frep between 100 and 185MHz), which is linked to a GPS-
controlled rubidiumclock (Stanford research PRS10) to reach a frequency sta-
bility on the order of 10−11 after a few seconds of averaging. A bandwidth of
6 nm (rectangular spectrum, leading to≈ 300 fs pulses after compression) is
selected from the FC laser so that after up-conversion to the XUV only one
state in helium is excited at a time. A noncollinear parametric double-pulse
amplifier [177] is used to amplify two subsequent FC pulses (5.5–10 ns apart)
at a repetition rate of 28 Hz. Parametric amplification intrinsically has small
transient effects [195] so that differential pulse distortions are kept to a min-
imum. They are monitored using spectral interferometry with the unaltered
FC pulses as a reference [177]. Wave front deformations in the amplified beam
are reduced by spatial filtering. The differential phase shift from the ampli-
fier and subsequent optics has a magnitude of typically 100 mrad in the IR.
Spatial and spectral variations are at most 20–30 mrad. The IR beam is con-
verted to a doughnut mode by a small disk mask (1.9 mm diameter compared
to a beam diameter of 6 mm) to separate the XUV from the IR after HHG. The
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remaining 1–2mJ per pulse is focused in a pulsed krypton gas jet to< 5× 1013
W/cm2 for HHG. This combination is chosen such that the 15th harmonic is
exactly at the cutoff, so that higher harmonics are strongly suppressed. An
iris of 0.8 mm diameter placed at 40 cm distance after the focus allows the
XUV to pass without significant losses or beam distortion, but blocks the IR
with a contrast ratio of 27:1. For the 15th harmonic at 51.5 nm generated
in the krypton gas we estimate a yield of about 1 × 108 photons per pulse.
The resulting XUV beam intersects a low divergence beam of helium atoms
at perpendicular angle to avoid a Doppler shift. This beam is generated in
a supersonic pulsed expansion (backing pressure 3 bar) using a differential
pumping stage containing two skimmers which limit the beam divergence
to roughly 3–4 mrad. This is similar to the divergence of the XUV beam (<2
mrad). The second skimmer position can be adjusted to set the XUV-He beam
angle. To investigate Doppler effects, helium can be seeded in heavier noble
gases (partial pressure ratio 1:5). Pure helium results in a velocity of 2000(315)
m/s, while seeding in neon and argon leads to a helium velocity of 830(200)
and 500(250) m/s, respectively.

Helium atoms in the atomic beam are excited by the double pulse from
the ground state into upper states which have spectral overlap with the HHG
radiation [Fig. 6.1(b)]. After the double-pulse has passed, the excited state
population is determined by state-selective ionization of the helium atoms
using 60 ps, 1064 nm pulses from the OPA pump laser, followed by mass se-
lective detection of the resulting ions in a time of flight spectrometer. Higher
harmonics than the 15th are at least 10 times weaker, and produce a constant
background signal of only 15% of the relevant spectroscopic signal due to di-
rect ionization. The 13th and lower order harmonics are not resonant with
any transition from the ground state of helium.

6.1.4 Determination of the ionisation potential of helium
Figure 6.2 shows a typical recording of the 4He ion signal, where the laser cen-
ter frequency is tuned to the 1s2 1S0–1s5p 1P1 transition and the repetition fre-
quency of the frequency comb is scanned. Recording such a trace takes about
20 000 laser shots, corresponding to ten minutes of continuous data taking.
After correction for the measured IR phase shifts and XUV intensity, the data
points are binned into 20 groups per Ramsey period. During a recording the
pulse delay T is changed in steps of typically less than 1 attosecond every 28
laser shots, with a total change over a scan of less than 1 femtosecond.

By fitting the phase of the expected cosine function to this signal, we de-
termine the transition frequency up to an integer multiple of the laser repe-
tition frequency frep. The statistical error in the fit of a single recording is
typically 1/50th of a modulation period. Depending on the repetition rate it
amounts to a uncertainty of 2–3 MHz in the observed transition frequency,
which is unprecedented in the XUV spectral region. Such scans are repeated
many times to assess systematic effects. The dominant systematic shifts are
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Figure 6.2: Measured excitation probability (blue circles) of helium at 51.5 nm on the 1s2 1S0 – 1s5p
1P1 transition, normalized by the XUV pulse energy, as a function of the repetition rate frep of the
frequency-comb laser. In this example fCEO is locked at 46.21 MHz, and a 1:5 He:Ne mixture is used

for the atomic beam. The red line is a fit to the data.

Doppler shift and a differential phase shift of the XUV pulses due to chan-
ging levels of ionization of the HHG medium. The former is minimized by
setting the XUV-helium beam angle perpendicular. It is evaluated by vary-
ing the speed of the helium beam and extrapolating the observed transition
frequency to zero velocity. The ionization shift is found by varying the HHG
medium density (assuming the ionized fraction remains constant) and ex-
trapolating to zero density. The statistical error in the latter extrapolation
dominates the final statistical error. Systematic errors in Doppler shift and
ionization shift originate in the uncertainty of the helium velocity and ioniz-
ation dynamics in the HHGmedium, respectively. Other effects that are taken
into account include recoil shifts, refractive index changes (Kerr effect) in the
focusing lens for HHG and the entrance window to the vacuum setup, ac and
dc-Stark effect andZeeman shift. A summaryof the error budget canbe found
in Table 6.1. Most recordings were made on the 1s2 1S0–1s5p 1P1 transition at
51.5 nm. As a cross check also a series was measured on the 1s2 1S0–1s4p 1P1
transition at 52.2 nm. The 4He ionization potential (up to an integer multiple
of frep) is derived from these measurements by adding the excited state ion-
ization energy of the 4p and 5p. The energy of these states is known with an
accuracy better than 20 kHz based on theoretical calculations [288].

To remove the ambiguity due to the periodic comb spectrum, we repeated
this procedure for several repetition frequencies within the range of 100MHz
and 185 MHz. The correct “mode number” is found by plotting the possible
ionization energies of the helium ground state against frep as shown in
Fig. 6.3. A clear coincidence between the results for different repetition rates
can be seen, leading to a new ground state ionization energy for 4He of 5 945
204 212(6)MHz by taking aweighted average over allmeasured frequencies at
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Contribution Size

Statistical error 3.7 MHz
Ionization shift 4.9 MHz
Doppler shift 500 kHz
dc-Stark shift < 1 kHz
Signal from other levels < 30 kHz
Zeeman shift < 7 kHz

Total 6 MHz

Table 6.1: The major contributions to the error budget of the ionization potential expressed as
frequencies.
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Figure 6.3: (top) 4He ground state ionization energy±n× frep based on the 1s2 1S0 – 1s5p 1P1 (blue
circles) and the 1s2 1S0 – 1s4p 1P1 transition (red squares). (bottom) Zoom at the coincidence point
for all repetition frequencies. The vertical line at +38(6) MHz represents the weighted mean. All
values are relative to the theoretical value of 5 945 204 174 MHz [88]. (square point slightly shifted

up for visibility).

the coincidence location. This is in agreementwith recent theoretical predic-
tions of 5 945 204 174(36)MHz [88] and 5 945 204 175(36)MHz [203] within the
combined uncertainty of theory and experiment. Compared to previous ex-
periments employing single nanosecond duration laser pulses, we find good
agreement with the value of 5 945 204 215(45) MHz [87] (using the most re-
cent 2p state ionization energy [88], and corrected for a 14.6 MHz recoil shift
that was previously not taken into account). However, there is a difference
of nearly 3σ compared to a competing result [282].

From the observed signal contrast (defined as the modulation amplitude
divided by the average signal level) we can infer the temporal coherence of
the HHG process. The contrast depends on several parameters: the upper
state lifetime (natural linewidth), the time between the pulses, a difference
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in XUV pulse energy of the two pulses, the frequency stability of the interfer-
ence pattern, Doppler broadening of the transition, and the previously men-
tioned constant background fromdirect ionization due to the 17th andhigher
harmonics. The Doppler broadening is dominated by the effective atomic
beam opening angle and the radial velocity of the beam. All these effects
lead to a varying contrast depending on the helium velocity v and comb re-
petition frequency. For a high repetition rate ( frep = 185 MHz) and low v
(helium seeded in argon), we find a fringe contrast of 55%, while on the other
hand for frep = 100 MHz and a pure helium beam (large v) the contrast is be-
low 5%. From these observed variations and a straight forward model for the
visibility as a function of frep and atomic beam velocity, we estimate a phase
jitter of 0.38(6) cycles in the XUV. To a large part this can be attributed to the
timing noise of the driving IR pulses (0.014 cycles rms), leading to an estim-
ated jitter in the XUV of 0.21 cycles. This noise in turn comesmostly from the
radio frequency frep lock of the frequency-comb laser, which can be improved
by locking the FC to an optical reference resonator.

6.1.5 Conclusion

In conclusion, we have demonstrated frequency-comb generation in the XUV
and performed the first absolute frequency determination in this spectral re-
gion. Based on the contrast of the helium excitation signal we find that the
excess phase noise in the HHG process used to generate the XUV comb is at
most 0.3 optical cycles in the XUV. This means that the timing of the gener-
ated electric field of the XUV waveform of individual pulses is stable within
less than 50 as, which is an important benchmark for both spectroscopy ap-
plications as well as ultrafast physics. The new value of the 4He ionization
potential is in good agreement with theory [88, 203] and already almost an
order of magnitudemore accurate than the best previous results using single
nanosecond laser pulses [87,282]. Moreover, the accuracy of our method can
readily be improved by orders of magnitude by increasing the time delay be-
tween the two pulses. One could, for example, perform high resolution spec-
troscopy on the 1s— 2s two photon transition of hydrogenlike helium ions at
60 nm, which is very promising to perform QED tests beyond what has been
possible so far in atomic hydrogen [281,289]. The results show that as long as
the carrier phase noise is kept low enough not to destroy themode structure,
comb generation should be extendable to the soft x-ray region. This may al-
lowapplications such as coherentXUVandx-ray imaging, precisionQED tests
of (highly) charged ions, to perhaps ultimately x-ray nuclear clocks.

This work was supported by the FOM through its IPPprogram ‘‘Metrology
with Frequency Comb Lasers,’’ by theNWO, by the EU via the ‘‘Atlas’’ network,
and by the Humboldt Foundation.
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6.2 Appendix: Description of the systematic effects
In this section a selection of different effects is discussed in a more elaborate
manner than previously possible in the published article [155]. Among them
are the determination of the Stark shifts, Zeeman shifts and Recoil shifts.

6.2.1 Calculation of DC and AC Stark shifts
To determine the DC and AC Stark shifts (theory sections 2.8.1 and 2.8.1), the
DC andAC field strengths in the interaction zone needs to be known. DC Stark
shifts can be caused by residual fields of the extraction plates of the time of
flight (TOF) mass spectrometer. The field is well approximated as a homo-
geneous field between two plates spaced by a distance d. The plates in our
experiment are spaced 2.5 cm and a pulsed electrical potential of 85 Volts has
been applied.

AC Stark shifts are present due to the presence of laser light during the
excitation of the atomic transitions. Light at the excitation frequency of tran-
sitions from the ground state of the helium atoms is sufficiently weak that an
AC Stark shift will be negligible. The electric field present at the fundamental
of the HHG on the contrary, is very strong. The AC Stark shift due to the fun-
damental laser light has beenmeasured, but a calculation of the AC Stark shift
was done to confirm the measurement.

The determination of the field strength of the fundamental beam in the
interaction zone is not straightforward. The AC Stark effect is linear in in-
tensity, and due to this linearity, the average intensity of a pulsed source can
be used to calculate the AC Stark shift. In the time-domain Ramsey excita-
tion, pairs of pulses are used at an experiment rate of fexp. = 28 Hz to excite
the transitions. The energy in a single IR laser pulse is therefore

EIR pulse =
Pavg.
2fexp.

(6.1)

The measured power of the source can be used to calculate the intensity
if the area of the beam is known as

Iavg. =
EIR pulsefrep

A
=

Pavg.frep
2Afexp.

=
Pavg.frep
2πr2fexp.

(6.2)

where A = πr2 is the beam area, and frep is the native frequency comb repe-
tition rate, which is 1/T, where T is the time between the two Ramsey pulses.

However, this assumes a top-hat intensity profile, which is not the case.
Instead the fundamental beam has a Gaussian intensity profile. To determ-
ine the maximum intensity (the electric field where the Stark shift is largest)
of this beam we need to relate the Gaussian beam profile to the rectangular
beam profile. Taking the full width half maximum (FWHM) of the Gaussian
intensity profile equal to 2r, with r the radius, as compared to a beam with
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a rectangular intensity profile, the maximum intensity of the Gaussian beam
can be calculated via the normalised integrated Gaussian function

1
2πw2

∫ 2π

0

∫ ∞

0
e−

r2
2w2 rdrdφ = 1 (6.3)

and the normalised rectangular function

1
πw2

∫ 2π

0

∫ ∞

0
rect

( x
w

)
rdrdφ = 1. (6.4)

In this case the FWHMof the rectangular function (w) is equal to the FWHMof
the Gaussian function. The FWHM of the normalised Gaussian is 2wG.

√
2 ln 2,

and it’s height hGaus. = 1/(2πw2). The height of the rectangular is hrect. =
1/(πw2

r.). Under the aforementioned assumption we get the intensity ratio

hGaus.
hrect.

= ln 2 ≈ 0.693. (6.5)

This means that we need to multiply the intensity, retrieved via the area A =
πr2 = πFWHM2 of the proposed rectangular beam with ≈ 0.693 to get the
maximum intensity for the Gaussian beam.

The full-width half-maximum (FWHM) of a Gaussian laser beam can be
measured sufficiently accurately with a knife edge or pinhole. We have ap-
plied a pinhole or irismeasurement, where onemeasures themaximumpow-
er through an iris of radius r, that is then also centred on the beam. The radius
r of the iris was determined with a calliper. The following equation (see [290]
Eq. 2.18 modified) gives the power through a pinhole of radius r

P(r) =
π
2
w2
0 |E0|

2
(
1− e

− 2r2
w20

)
, (6.6)

where w0 = r/
√

ln(2) is the beam waist parameter and E0 is the electrical
field strength. The total power in the beam is given as

P0 =
π
2
w2
0 |E0|

2 (6.7)

and can be used to relate the measured power to the intensity too. Figure 6.4
shows the determined beam diameter.

In our particular case, the beamdiameterwasmeasured at a position close
to the entrance of the vacuum system. The beam is focussed in the atomic
beam used as HHGmedium and simply diverges afterwards. The focal length
(50 cm) for HHG has been taken as the source distance in the lens equation,
while the distance from theHHG source to the heliumatomic beamwasmeas-
ured to be about 53 cm, and was taken as the image distance. The ratio in dis-
tances equals the ratio in atomic beam diameters. The average power during
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Figure 6.4: One of the two beam diameter measurements, yielding a beam diameter of 6.08 mm, the
other yields 6.18 mm, leading to an average beam diameter of 6.13 mm at the focussing lense for

HHG generation. The points are measurements, the line is the fit of function (6.6) to the data.

the Stark shift measurement was 100 mW IR at a wavelength of 773 nm with
frep = 148.54 MHz of the frequency comb. This leads to a maximum IR field
in the interaction plane of the helium beam of 2.04 MV/m.

Table 6.2 gives the Stark shifts as they were calculated according to equa-
tions (2.103) and (2.107), with theoretical values from Theodosiou [216, 217],
taking into account the experimental conditions present during the XUV fre-
quency comb spectroscopy to determine the helium ground state energy.
The values for the DC Stark shift correspond to the possible presence of re-
sidual fields due to the switched extraction field (1% of the field maximum of
3.4 kV/m). The AC Stark shift values correspond to the shift due to the funda-
mental laser field of 2.04 MV/m for the full IR beam in the interaction zone.
It is estimated (by determination of the full beam power over the residual
beam power through the vacuum system) that the Stark shift during the real
experiment is at most 1/27th of the calculated value due to the presence of
the beam block (see Fig. 2.7). Apart from a theoretical determination, a Stark
shift measurement has been performed without the beam block resulting in
17.5 (6.0) MHz [178], with which the theoretical result of 14 MHz for the 1s2
1S0– 1s5p 1P1 transition agrees well to within the experimental uncertainty.

6.2.2 Calculation of Zeeman shifts
The perturbation Hamiltonian for the Zeeman shift (Eq. (2.108)) immediately
yields the shift in level energy for a given magnetic field. As noted the (low
field) Zeeman shift for transitions between levelswith equalMquantumnum-
ber is zero (linearly polarised light ΔMJ = 0, starting fromMJ = 0) if gJ of the
levels are equal. In practice the light used for laser spectroscopy is never ex-
actly linearly polarised. In case of the XUV spectroscopy done on helium 1s2
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atomic state DC Stark shift AC Stark shift AC Stark shift
(Hz) no shadow (MHz) shadow (MHz)

1s 1S0, M=0 0 -0.102 -0.004
4p 1P1, M=0 17 18.038 0.668
4p 1P1, M=±1 12 22.598 0.837
5p 1P1, M=0 91 13.968 0.517
5p 1P1, M=±1 61 22.061 0.817
6p 1P1, M=0 340 11.724 0.434
6p 1P1, M=±1 229 22.382 0.829
7p 1P1, M=0 1 022 9.915 0.367
7p 1P1, M=±1 688 22.903 0.848

Table 6.2: Stark shifts for several levels in helium, relative to the unperturbed level energy, under
the experimental conditions of full IR illumination and residual fundamental IR illumination using
the shadow to suppress the mentioned IR light in the interaction zone (see Fig. 2.7). For the DC
Stark shift a residual field of 34 V/m is assumed (1% of the pulsed extraction field). Values for the
experimental parameters are given in the main text. Theoretical values for the used Einstein A

coefficients and level energies have been obtained from Theodosiou [216, 217].

1S0 – 1snp 1P1, n ∈ 2, 3, 4 . . . transitions, the Lande g-factor gJ = 1 for the
levels involved. The measured magnetic field strength in the vacuum cham-
ber was 5× 10−5 Tesla due to the earth magnetic field.

As an upper bound we calculate the Zeeman shift that could be expected
if we had fully single-handed circularly polarised light, say of the σ+ polar-
isation. In this case transitions with ΔM = +1 would have been excited and
a Zeeman shift of the upper state of at most 7 kHz would have been present,
which is insignificant. The fact that the efficiency of the high-harmonic gen-
eration process is strongly dependent on the polarisation state of the light,
justifies the assumption that the amount of depolarised light is less than 1%,
which means an even lower average shift is present than the maximum of 7
kHz.

6.2.3 Calculation of Recoil shifts
The recoil shift is usually calculated as

frecoil =
hf 2obs.
2mac2

. (6.8)

where fobs. is the observed transition frequency in a spectroscopy experiment.
In order to calculate recoil shifts from tabulated transition frequencies the
substitution fobs. = ftr. + frecoil is made, where ftr. is the actual transition fre-
quency, leading to the quadratic equation

h
2mac2

f 2recoil +
(

hftr.
mac2

− 1
)
frecoil +

hf 2tr.
2mac2

= 0. (6.9)
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atomic transition ftr. (Hz) frecoil (Hz)

1s2 1S0 – 1s2p 1P1 5.130499× 1015 14.59863× 106
1s2 1S0 – 1s4p 1P1 5.74110× 1015 18.2803× 106
1s2 1S0 – 1s5p 1P1 5.81448× 1015 18.7506× 106

1s2 1S0 – 1s2p 1P1 5.13023173× 1015 19.3719766× 106
1s2 1S0 – 1s5p 1P1 5.81394205× 1015 24.8794841× 106

Table 6.3: Recoil shifts for transitions from the ground state to several excited states in 4helium.
As a comparison values for 3helium are given below the ruler in the table. Transition frequencies
(observed, Ritz wavelength for 3helium) were taken from [291] and have been rounded after con-
version to frequency. The recoil shift is given with the same number of significant digits as the
input frequency and is also rounded. The 4helium mass is given as 6.64647848× 10−27 kg and the
3helium mass as 5.008234071× 10−27 kg [292] . Values for the other constants have been taken

from the CODATA 2010 [84].

In order to compute recoil shifts from this equation, it is found that a high
precision floating point library1 needs to be used to obtain values absent of
floating point errors2.

Tables 6.3 summarises the recoil shifts found for transitions from the
ground state to several excited P states in 4He, and 3He calculated from the
measured and calculated transition frequencies [291].

6.2.4 Calculation of second-order Doppler shifts
The second-order (relativistic) Doppler shift, Eq. (2.117) is to be added to the
measured transition frequency because the atom sees a red-shifted laser
beam due to it’s velocity. It has been calculated for the various speeds of the
(seeded) helium atomic beam that were present in the spectroscopy experi-
ment.

f2nd order Doppler =
f0v2

2c2
(6.10)

The transition frequency f0 is taken from the NIST atomic spectra data-
base [291], while the velocity v of the atoms in the experiment was 2000(315)
m/s in the unseeded helium beam. Usage of mixtures of 1:5 helium and neon
or argon led to beam velocities of 830(200) and 500(250) m/s as reported in
Sec. 6.1.3. The results of the calculation for several transitions from the
ground state in 4helium are given in Table 6.4.

In principle the second-order Doppler effect also causes an asymmetric
lineshape which must be taken into account. However in the presented ex-
periment the second-order Doppler effect is not yet significant.

1I have used the “decimal” library of the Python programming language.
2Note that due to the large differences in the various terms even 96 bit floats have been

found to yield inacurate solutions of Eq (6.9).
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atomic transition ftr. (Hz) f2nd order Doppler (Hz)
500 m/s 830 m/s 2000 m/s

1s2 1S0 – 1s2p 1P1 5.130 499× 1015 7.14× 103 19.7× 103 114.2× 103
1s2 1S0 – 1s4p 1P1 5.741 10× 1015 7.98× 103 22.0× 103 127.8× 103
1s2 1S0 – 1s5p 1P1 5.814 48× 1015 8.09× 103 22.3× 103 129.4× 103

Table 6.4: Second-order Doppler shifts for transitions from the ground state to several excited states
in 4helium. Transition frequencies (observed) were taken from [291], while the atomic beam velo-

cities have been taken from [155] (see Sec. 6.1.3)

6.2.5 Measurement of Ti:Sapphire frequency comb mode width
In order to establish the linewidth of the modes of the Ti:Sapphire frequency
comb laser, we have set up a simple experiment in which a free running tele-
communication laser with a linewidth in the order of 100 kHz was used, both
at the fundamental and doubled optical frequency, to simultaneously make a
heterodyne beat note with an Er3+-fibre frequency comb laser and the Ti:Sap-
phire frequency comb laser used for the helium spectroscopy.

Both heterodyne beat notes have been simultaneously counted with syn-
chronised counter gates, while the counter gate time was varied for the vari-
ous measurement series. The heterodyne beat frequency of the Ti:Sapphire
laser could be corrected for drifts of the telecommunication laser measured
with the Er3+-fibre frequency comb laser. The modes of the latter had a line-
width of about 400 kHz. The standard deviation of the corrected measure-
ments of the Ti:Sapphire frequency comb beat frequency was determined.
Additionally the measurements have been binned and a Gaussian function
was fitted to the result to give a full width halfmaximum (FWHM)modewidth
at a given gate time.

Although this method can be improved upon, it gives a good indication of
themode width of the Ti:Sapphire laser, which was determined to be approx-
imately between 1 and 2 MHz. An example of a binned measurement series
(in this case 20 bins) is given in Fig. 6.5. An overview of the mode widths at
the various gate times is given in Fig. 6.6.

6.2.6 Calculation of the probability of mode number coincidence
After the determination of the transition frequencies for the 1s2 1S0 – 1snp
1P1, n ∈ 4, 5 transitions, each of the individual measurement series yielded a
value for the ionisation energy of helium by addition of the calculated upper
state energy. Because of the nature of the Ramsey comb measurement these
values are modulo the repetition rate frequency frep of the frequency comb
laser.

In order to determine the correct excitation mode numbers, a coincid-
ence should be present among the measurements for the true ground state
energy expressed in frequency f = E/h, with h Plancks constant, for the cor-
rect combination of mode numbers. Figure 6.3 (top) shows what we call a
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data set at the given gate time.

frequency vernier plot. The points on this plot where frequencies from all
the measurements coincide, indicate the “true” value for the ionisation en-
ergy. It is noteworthy that some systematic effects show up as a deformation
of the coincidence point in the vernier plot as a function of frep (e.g. linear
shift with frep).

One can “easily see” that there is a good coincidence at about 38 MHz
above the theoretically calculated ground state frequency, but to give a more
quantitative answer, the probabilities that the true ionisation energy is loc-
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ated at a certain point on the frequency scale have been calculated. The cal-
culation procedure is outlined here.

Each measured transition frequency comes with a statistical uncertainty.
A normal distribution of the data has been assumed. The probability that the
coincidence point lies around this transition frequency μn = fmeas.n mod frep,
for measurement n, is thus given by a Gaussian function

Ptrn(f ) =
1

σn
√
2π

e−
( f−μn)

2

2σ2n , (6.11)

with a standard deviation σn, which is the measurement uncertainty.
Because we can only have one correct mode number for each measure-

ment series, the choice was made to calculate the probability at a certain fre-
quency f only for the set of modes that are closest to this value. This is com-
putationally favourable and is justified by the fact that Gaussian function is
near zero at large values for ( f − μn)

2, which means that far off modes do
not contribute significantly to the coincidence probability at certain f. The
coincidence probability at f is now calculated as

PC =
∏
n

Ptrn(f ), (6.12)

where μn are the frequencies closest to f. The result for the measurement
series to determine the ionisation energy of helium is given in Fig. 6.7, and
shows that in a range of about±1 GHz around the theoretical value, the coin-
cidence at 38 MHz is the most probable. We have therefore chosen this point
as the measurement value of the ionisation energy of helium.
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7. Effect of soil temperature on optical
frequency transfer through unidirectional
dense-wavelength-division-multiplexing
fibre-optic links

Abstract: Results of optical frequency transfer over a carrier-grade dense-
wavelength-division-multiplexing (DWDM) optical fibre network are
presented. The relation between soil temperature changes on a buried op-
tical fibre and frequency changes of an optical carrier through the fibre is
modelled. Soil temperatures, measured at various depths by the Royal Neth-
erlandsMeteorology Institute (KNMI) are comparedwith observed frequency
variations through this model. A comparison of a nine-day record of optical
frequencymeasurements through the 2×298 km fibre link with soil temper-
ature data shows qualitative agreement. A soil temperature model is used to
predict the link stability over longer periods (days-months-years). We show
that optical frequency dissemination is sufficiently stable to distribute and
compare e.g. rubidium frequency standards over standard DWDM optical
fibre networks using unidirectional fibres.

7.1 Introduction
In recent years, fibre-optic connections in telecommunication networks have
proven to be suitable for frequency comparisons and frequency distribution
with high stability over long distances. In general the frequency of either a
continuous-wave (CW) laser or a microwave reference is transmitted over an
optical fibre and received at the remote site. Several experiments [293–299]
have shown that frequency comparisons at or below the current accuracy
level of the best atomic frequency references, a few times 10-18 at >1000 s
[75, 76, 79, 300], are feasible over long-haul fibre connections. For example,
the optical frequency of the 1S-2S transition in atomic hydrogenwas recently
measured with respect to a remote Cs frequency standard with 4.5× 10−15

relative uncertainty, employing a 920 km long fibre-optic link performing at
the 4 × 10−19 at 2000 s uncertainty level [298, 301].

Fibre-optic methods for remote frequency comparison can provide sig-
nificantly better stability than current satellite-based methods. These in-
clude two-way satellite time and frequency transfer (TWSTFT) [302–304] and
(carrier-phase) common-view global positioning system ((CP/)CV-GPS) com-
parisons [305–307]. The accuracy limits of satellite based methods are on the
order of 10−15 at one day [307–309], which is already insufficient to compare
state-of-the-art cesium fountain clocks operating at less than 5 × 10−16 at
≥ 3 × 104 seconds uncertainty level [310, 311].
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Plans for high-resolution laser spectroscopy experiments at VU Univer-
sity Amsterdam LaserLaB and at Van Swinderen Institute, University of Gro-
ningen, would be greatly facilitated by direct frequency comparisons over an
optical fibre-link at stability levels better than 10−14 at < 1000 s. For this
purpose, a 2× 298 km fibre-optic connection between both laboratories has
been established using a 2 × 295 km DWDM channel provided by SURFnet.
The top part of Fig. 7.1 gives an overview of the SURFnet fibre network in the
Netherlands. The optical path between VU University Amsterdam and Van
Swinderen Institute Groningen is marked in green. The bottom part shows
the details of the optical path.

The link consists of two unidirectional fibres. Interferometric detection
and active compensation of fibre length changes [312] is therefore not pos-
sible. However, it is possible to create a bidirectional path in the optical fibre,
and implement a compensation system [299]. It must be noted that, in con-
trast to some of the other frequency comparison links [293,294,296–298], our
link is part of a carrier-grade DWDM optical network in which the fibre is
shared with other users, and several other wavelength channels are simul-
taneously used for data transfer.

The use of a standard DWDM channel enables us to characterise the per-
formance of unidirectional transmission of optical frequency references in
public transport networks carrying live network traffic. Here the perform-
ance is characterised in terms of frequency instability (Allan deviation). For
long underground fibre links, the frequency instability has been attributed
primarily to length changes inducedby soil temperature variations. Themain
aim of this work is to provide quantitative insight into this phenomenon by
modelling the soil-temperature-induced length variations and the resulting
frequency instability of the fibre link, and by comparingmeasured frequency
instabilities with predictions by the model.

Unidirectional frequency transfer will be useful for institutions and in-
dustries which require accurate and reliable time and frequency references.
Optical frequency distribution may be used for calibration purposes, such as
accurate length and, in the future, mass measurements (through the Joseph-
son effect and the Watt balance) by referencing to the SI second.

This article is structured as follows. In Sec. 7.2 a model for the influence
of temperature on the stability of fibre-optic frequency transfer is presented,
along with a soil temperature model. In Sec. 7.3, we present our approach to
determine the stability of the 2 × 298 km optical frequency link, including
details of the setups used in Amsterdam and Groningen, as well as technical
details specific to the use of non-standard equipment in fibre networks car-
rying live data of other users. Results are discussed in Sec. 7.4, followed by
conclusions and an outlook presented in Sec. 7.5.



7.2. Theory: frequency stability of the fibre link and soil… 117

Amsterdam

Groningen

Cabauw

DWDM

ch.22

DWDM

ch.22

DWDM

ch.22

DWDM

ch.22

from Amsterdam

to Amsterdam

to Groningen

from Groningen

amplifier
site

Er3+

Er3+

Amsterdam

~10 km ~69 km ~72 km ~78 km ~66 km

Er3+

Lelystad

Er3+

Zwolle

Er3+

Beilen

Er3+

Groningen

amplifier
site

Er3+

amplifier
site

Er3+

amplifier
site

Er3+

amplifier
site

Er3+

The Netherlands

Figure 7.1: Top: Schematic map of the SURFnet fibre-optic network. The fibre link between VU
University Amsterdam and Van Swinderen Institute Groningen (green line). Amplifier sites (green
squares). The KNMI measurement site at Cabauw (red circle). Bottom: Schematic representation
of the duplex fibre link between Amsterdam and Groningen in the SURFnet network (length: 2 ×
295 km). The unidirectional Er3+-amplifiers are used by all active DWDM channels. In Amsterdam
∼ 500 m of intra-office fibre bridges the distance between the SURFnet node and the laboratory.
In Groningen ∼ 2 km of additional underground fibre is needed to bridge the distance from the
SURFnet node at the computing centre of the University of Groningen to the laboratory, adding to

a total link length of 2 × 298 km.

7.2 Theory: frequency stability of the fibre link and soil
temperature

The phase φ accumulated by amonochromatic light wave guided along a cer-
tain path of length L and effective refractive index n can be written as

φ =
ω0

c
nL, (7.1)

where ω0 is the frequency of the light (in radians per second). Several phys-
ical processes can lead to phase (and thus frequency) variations in fibre-optic
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links.
At short time scales (< 100 s) environmental vibrations couple to the fibre

and can therefore cause path length variations, e.g. via stress-induced re-
fractive index variation, which may occur at frequencies up to tens of kHz.
At time scales longer than 1 s, significant phase variations also occur because
of thermal expansion of the fibre and thermally induced changes in the re-
fractive index. These variations are typically slow and, for a fibre which is
installed mainly underground in an outdoor environment, they are mostly
affected by the diurnal and seasonal soil temperature cycles [313]. Our work
is focused on the understanding of the long-term stability of fibre links in
relation to such temperature variations.

The phase variations due to a time-varying temperature T are

dφ
dt

=
ω0

c

(
L
∂n
∂T

dT
dt

+ n
∂L
∂T

dT
dt

)
. (7.2)

We can express the relative length variations of the fibre as a function of tem-
perature as

1
L
∂L
∂T

= αΛ , (7.3)

where αΛ is the thermal expansion coefficient of the fibre. Furthermore it is
customary to write

∂n
∂T

= αn, (7.4)

with αn the thermo-optic coefficient. Note that both αΛ and αn are weakly
dependent on temperature, which we ignore here.

A typical (room-temperature) value of the thermal expansion coefficient
of the fibre glass is αΛ = 5.6 × 10−7/ ◦C [314]. The thermo-optic coefficient
has a typical value of αn = 1.06 × 10−5/◦C [314], and is therefore the main
cause of phase variations due to temperature changes. Similar effects due to
varying air pressure are approximately two orders ofmagnitude smaller [315]
and have therefore not been included in the model.

Considering the heat flux in isotropic media (soil) for a vertical temperat-
ure gradient and varying temperature, and modelling the temperature vari-
ation as a sinusoidal periodic signal, Van der Hoeven and Lablans [316] derive
the equation for the temperature of the soil at a certain depth z and time t as

T(z, t) = T0 + AT0e−zCφ sin
(
2π
PT0

(t− t0)− zCφ
)
, (7.5)

where T0 is the average temperature at the surface (z = 0), AT0 is the ampli-
tude of the temperature variation at the surface with period PT0 , and t0 is an
arbitrary time offset. The phase constant

Cφ =
1
Cs

√
π
PT0

, (7.6)
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includes the soil constant Cs which is determined by the thermal conductivity
λ, the specific heat capacity Cm, and the mass density ρ of the soil according
to

Cs =
√

λ/ρCm. (7.7)

Equation (7.5) can be applied to both diurnal and annual variations in tem-
perature. A remark must be made that accurate modelling of the soil tem-
perature is delicate and involves, among others, the groundwater levels and
groundwater freezing rates in winter [316].

In this model the amplitude of the temperature wave decreases exponen-
tially with depth, while it undergoes a phase shift linear with depth. The
equation is universal and can also be applied to other materials as long as the
physical properties λ, ρ and Cm are known.

With the help of Eq. (7.5), average frequency deviations Δf from the nom-
inal frequency f0 = ω0/2π can be calculated for any depth, using Eq. (7.2) for
temperature differences ΔT over a time interval Δt as

Δf = 2πf0
L
c
(αn + nαΛ)

ΔT
Δt

. (7.8)

7.3 Experimental methods
In order to characterise the frequency stability of the fibre link, two different
methods are used. The first method consists of the one-way transmission of
a C-band-wavelength CW laser, locked to a mode of an Er3+-doped fibre fre-
quency comb laser in Amsterdam. In Groningen, the transmitted laser fre-
quency is measured using a similar frequency comb laser. Both frequency
combs are locked to GPS-disciplined atomic clocks. Therefore, the stability
of the optical frequency measurement in Amsterdam and in Groningen de-
pends on the fibre link as well as the atomic clock stabilities. The second
method employs a closed fibre loop Amsterdam – Groningen – Amsterdam.
In this case the laser frequency can be comparedwith itself after its roundtrip
through the fibre loop. The second method takes advantage of the fact that
the laser frequency instability on the time scale of the measurement is much
smaller than the instabilities introduced in the fibre loop.

Figure 7.2 gives an overview of the measurement setup that is used to
characterise the frequency stability of the fibre link. A narrow-linewidth CW
laser (Redfern Integrated Optics inc. (RIO) Planex, 3 kHz Lorentzian line-
width, 20 mW output power, and wavelength 1559.79 nm [ITU channel 22]) is
phase-locked to the fibre frequency comb laser (Menlo Systems FC1500) and
used as an absolute optical frequency reference. To verify the lock quality,
the in-loop beat signal is counted. The optical reference frequency is sent to
Groningen via the fibre link. The nominal length L of the fibre-link is 2× 298
kmbetween the laboratories in AmsterdamandGroningen. The optical fibres
of the pair are located in a fibre-bundle and thus follow nearly the same phys-
ical path.
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In the SURFnet DWDM system, other wavelength channels transport 10
Gbps (non-return-to-zero amplitudemodulation) and 100 Gbps (polarisation-
multiplexed quadrature phase-shift keying) data. Nonlinear cross talk be-
tween these channels and the channel used for frequency transfer is avoided
by limiting the average launch power to 0 dBm per span per wavelength, and
to -4 dBmperwavelengthwhen launched into dispersion compensationmod-
ule. Intrachannel cross talk is avoidedby reserving ITUchannel 22 exclusively
for the link Amsterdam-Groningen, i.e. this channel is not used in other seg-
ments of the DWDM system. We incorporated several measures to stabilise
the power of the CW laser launched into the DWDM link. Firstly, the launch
power is actively stabilised to (0±0.5) dBmusing a variable optical attenuator
controlled by a feedback loop. Secondly, wavelength stabilisation is needed
as this prevents thermally induced mode hops to wavelengths that fall out-
side ITU channel 22, and which are converted to power jumps by the DWDM
filters in the system. Apart from the phase lock to the frequency comb men-
tioned above, the temperature of the CW laser is stabilised by a two-stage
temperature controller to within 10 mK. Mode hops are furthermore avoided
by proper rf decoupling of the laser current control electronics from their
electrical environment.

In Groningen the light is split. Part of the light is used in a frequency com-
parison against the local optical frequency standard (Menlo Systems FC1500),
while the other part of the light is sent back to Amsterdam (received power
0–6 dBm). As pointed out above, the comparison of the frequency of the light
after the roundtrip with the CW laser source reveals the noise contribution
from the fibre link.

Both optical frequency combs are locked to rubidium (Rb) frequency stan-
dards (SRS FS725), which are disciplined to the 1 pulse per second output
of GPS receivers (Amsterdam: Trimble Acutime 2000, Groningen: Navsync
CW46). The combined instability of the GPS-receiver output and Rb clocks
is transferred to the frequency comb lasers via the various rf locks used to
stabilise the frequency comb laser repetition rate frequency frep and carrier
envelope offset frequency fCEO.

Figure 7.3 shows the details of the CW laser stabilisation setup. Part of the
light of the diode is split off and fed to a fibre-based beat-note unit consist-
ing of a DWDM filter to reject a large part of the frequency comb spectrum, a
fused coupler, and a fibre-coupled photodiode (∼ 2 GHz bandwidth, 50/125
μmmulti-mode fibre coupled) to detect the rf beat signal. The rf beat signal
(fbeat = 60 MHz) is bandpass filtered (filter bandwidth > 10 MHz) and amp-
lified before comparison with a signal generator (Agilent 33250A, referenced
to the Rb clock), via counting phase detector electronics. Feedback on the
diode laser phase is achieved via a fast PID controller acting directly onto the
diode-laser injection current (bandwidth> 1 MHz).

To verify proper CW-laser locking conditions during the experiment, the
in-loop rf beat-frequency is recordedwith a Rb-referenced counter. For dead-
time-free counting of rf frequencies, either a quasi-continuous doubleAgilent
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To characterise the stability of the fibre link, the setup of Fig. 7.4 is used.
Light of the diode laser is split by a fused coupler. Part of the light is sent
via the roundtrip Amsterdam – Groningen – Amsterdam, while another por-
tion of the light is frequency shifted by an acousto-optic modulator (AOM).
The output of the AOM is combined with the roundtrip optical signal after
transmission by the fibre link (power ∼ −3 dBm) and the beat frequency is
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detectedwith a fibre-coupled photo-diode. Apart fromwideband (> 10MHz)
RF filters the beat-note signal was not filtered. Any frequency variations in-
troduced by the fibre link can be measured as frequency deviations from the
AOM frequency, which is generated by a Rb-referenced DDS (Analog Devices
AD9912).
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Figure 7.4: Experimental setup for the characterisation of the passive frequency stability of the fibre
link (Amsterdam). For the long roundtrip measurements the free-space AOM unit (300 MHz) was
replaced by a fibre-coupled AOM (−42 MHz). In both cases the AOMwas driven by a Rb-referenced
DDS unit whith a set accuracy of∼ 3.55 μHz. Frequency deviations of the link are recorded with a

Rb-referenced counter.

Tomeasure the roundtrip stability two different AOM and counter setups
were used during the experiments. Initially an Agilent 53230A counter in re-
ciprocal continuous mode was used to count the beat frequency of a free-
space double-pass AOM unit (300 MHz) to obtain the results of Sec. 7.4.2. The
free-space AOM has a polarisation-dependent efficiency, which converts po-
larisation changes due to slowly changing fiber birefringence to unwanted
power variations in the AOM output beam. To overcome this, the free-space
AOM was later replaced by a polarisation insensitive fibre coupled AOM (fre-
quency shift −42 MHz). The lower frequency of this AOM allowed using a
channel of a high-end zero-dead-time K+K FMX-50 counter to count the beat
frequency (used to obtain the results of Sec. 7.4.1).

The remote (Groningen) optical frequency characterisation setup is de-
picted in Fig. 7.5. The link laser is amplified using a semiconductor optical
amplifier, and guided to a free-space beat unit. The beat frequency is coun-
ted using a K+K FMX-50 counter. The frequency comb laser and counters are
frequency referenced to the Rb-standard.

7.4 Measurements and simulations
Two series of measurements have been performed on the fibre link, namely
an “optical-versus-GPS” measurement for which the optical frequency is
measured simultaneously at Amsterdam and Groningen and compared, and a
roundtrip measurement at the Amsterdam site (Fig. 7.2). It is known that soil
temperature variations of the fibremay lead to significant frequency instabil-
ity (see, for example, [317]). In this section, we present a model to describe
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amplified light is then combined with light from the fibre frequency comb laser in a free-space
beat unit to obtain an rf beat between the nearest frequency comb mode and the CW link laser.

and predict the influence of soil temperature variations on the frequency sta-
bility of underground fibre links. The results of the temperature model are
compared with actual soil temperature and link stability measurements.

Apart from the instability contributed by the fibre link, the stability of
the frequency transfer is limited by three sources. First, the stability of the
frequency comb laser is limited by the Rb/GPS rf reference oscillator used to
control the parameters of the comb. This reference has a specified relative in-
stability of< 10−11 at 1 second and below 10−12 between 103 and 105 seconds,
with a minimum around 3 × 10−13. This long-term frequency instability is
transferred to the CW link laser through the various rf locks in the setup.

The rf locks themselves also contribute to the frequency instability, which
we assess as follows. Using a second, similar, CW laser (RIO Orion) locked to
the frequency comb, and employing the virtual beat note technique [141],
the combined instability of the locking electronics is determined to be <
9.1 × 10−16 at 1 second. Thus, on time scales longer than 1s, the rf noise is
effectively averaged out so that its influence on the link measurements may
be neglected.

A second source of instability plays a role in the roundtripmeasurements,
for which a frequency drift of the laser source may lead to an apparent fre-
quency shift of the (delayed) light transmitted by the fibre loop. Considering
the 3.2 ms roundtrip propagation delay of the light over the fibre link, the
(linear) drift of the frequency standard (10−11 at 1 s) only plays a role at the
level of 3.2 × 10−14 at 1 s, decreasing as∼ 1/τgate, the inverse of the counter
gate time, due to the fractional time overlap

(
τgate − τroundtrip

)
/τgate between

reference and roundtrip light in the frequency comparison. This is one order
of magnitude smaller than the typically measured link stability at 1 s, and
averages down more rapidly with increasing τ .

For the optical-versus-GPS comparison, a third source of instability is due
to the fact that the Rb clocks in Amsterdam and Groningen are independently
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locked to GPS time. Small intrinsic phase differences between GPS signals,
received at geographically separated locations, thus propagate through the
frequency locks, and may manifest itself as additional noise in the link fre-
quency measurement.

7.4.1 Fractional frequency transfer stability over a 2× 298 km
optical fibre link

The intrinsic frequency transfer stability of a fibre link is best measured on
a closed loop, so that the frequency of the input signal can be directly com-
pared with that of the roundtrip signal. Figure 7.6 shows the results of two
roundtrip stability measurements. The first measurement is based on a 13-
hour time series of frequency measurements acquired on 2012-07-06, using
the free-space AOM unit (Fig. 7.4) while recording with the Agilent 53230A.
For this dataset the absolute frequency of the roundtrip optical signal was
calculated and used to determine the overlapping Allan deviation (ODEV).
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Figure 7.6: Comparison of two roundtrip stability measurements (overlapping Allan deviation
(ODEV), here denoted as Overlapping σy) for averaging time τ . Measurement of almost 9 days from
2013-09-30 to 2013-10-09 (solid, outliers due to accidental low beat signal in this periodwhere taken
out and replaced with the median of the dataset, see text). The peak at 0.5 days and dip at 1 day
are typical for frequency deviations with a one-day period. Measurement of more than 13 hours

performed at 2012-07-06, all data were included (dashed).

To compare the measurement with the soil temperature model, statist-
ics on the scale of several days are needed. Therefore a longer roundtrip
stability measurement took place from 2013-09-30 to 2013-10-09, using the
fibre-coupled AOM while recording with the K+K FMX50 counter. This mea-
surement contains a few periods during which the beat signal was too low for
the FMX50 input circuits to record properly, leading to frequency outliers.
Outliers were removed according to Chauvenets criterion (P = 0.5, 4102 data
points (0.52% of the total set) removed) and were replaced with the median
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of the dataset. We have verified that the ODEV statistics are not influenced
significantly by this operation.

7.4.2 Clock transfer stability
In the previous sectionwe established that for averaging periods ofmore than
10 s the frequency transfer instability of the link is < 1 × 10−13. Given the
stability of the laboratory frequency standards (Rb clocks) it is therefore to be
expected that a direct measurement of the link laser frequency at the remote
site (Groningen) yields the mutual clock stability. During the 2012 measure-
ment session, the absolute laser frequency at the remote site was recorded.
The result of this measurement, together with the roundtrip stability and the
stability of the link laser lock frequency are presented in Fig. 7.7.
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Figure 7.7: Comparison of ODEVs of the in-loop link laser stability relative to the frequency comb
(short dash), the roundtrip stability (long dash), and the remote link laser frequency stabilitymeas-
ured in Groningen (solid) of the 13 hour 2012measurement series, divided by

√
2 giving the Rb clock

stabilities (dotted). The (red) straight dashed lines schematically indicate the Rb clock limit (SRS
PRS10 datasheet), and the TWSTFT limit reported in [303].

The link laser frequency was determined with respect to the frequency
comb, taking into account variations of frep and fCEO. The determination of
the absolute laser frequency is limited by the resolution of the frep counter to
2.5 × 10−13/s. The maximum observable roundtrip instability is therefore
about 1× 10−15/s. The observed instability is significantly higher, showing
that the fibremay already influence the roundtrip stability at the second time
scale.

The frequency of the laser used for the characterisation of the remote link
was determined with respect to the nearest frequency combmode. Together
with the mode number determination, this directly delivers the remote ab-
solute optical frequency. As can be seen in Fig. 7, the link laser frequency
instability at the remote site is much larger than the total roundtrip instabil-
ity. Therefore, the local frequency references are the limiting factor. This
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means that we have effectively performed a frequency comparison between
the GPS referenced Rb atomic clocks over the fibre link. Under the assump-
tion of equal but independent clocks and frequency noise, the frequency in-
stability is divided by

√
2 to yield the stability of each individual setup and,

thus, to enable the comparison with the instability of the Rb clock (Fig. 7).
The measured performance is slightly worse than expected based on the Al-
lan variance graph in the datasheet (< 10−12 at > 100 s) of the clocks. This
is possibly due to imperfect GPS reception, and/or uncorrelated frequency
noise in the RF locks of the fibre combs to the Rb atomic clocks.

7.4.3 Limits on frequency transfer stability due to soil
temperature fluctuations

Based on coarse estimates we expected (soil) temperature fluctuations to
have a major influence on the passive stability of the fibre link. The Royal
Netherlands Meteorological Institute (KNMI) provided us with soil temper-
ature measurements taken at the Cabauw site (see Fig. 7.1). Temperatures
are measured at depths of 0, 2, 4, 6, 8, 12, 20, 30 and 50 cm every 12 seconds
and averaged over 10 minute intervals. Out of five KNMI locations the site at
Cabauw is the only location for which soil temperature data with such high
temporal resolution is available in the Netherlands. The provided datasets
consist of one set covering the 9 day link measurement with a 12 second time
interval in October 2013 [318], and a 2 year dataset (2011, 2012) with a 10
minute interval [319].

Equation (7.8) is used to convert these temperature series to frequency
deviations expected on a 2 × 298 km fibre link with the given thermal ex-
pansion and thermo-optic coefficients. In the next sections we use these ref-
erence data to compare the link stability with the soil temperature model,
Eq. (7.5).

Soil temperature and frequency transfer stability
The raw frequency data from the 9-day link stability measurement is com-
pared to the frequency deviations as derived from the KNMI soil temperat-
ure dataset over the same time period. The first question that needs to be
addressed is to what extent such a comparison, correlating temperature ef-
fects measured in locations separated by tens of kilometres, is meaningful.
The Cabauw measurement site (Fig. 1) is located more than 40 km south of
the (geographically) 200 km long trajectory of the fibre. Therefore the ex-
act trends in soil temperature at the Cabauw site and along the fibre link can
differ, due to local variations in solar irradiation and precipitation. Neverthe-
less, significant temperature correlations are expected as the different loca-
tions are relatively close, as seen from a meteorological and climatological
point of view.

Figure 7.8 shows the roundtrip stability in comparison to the fibre-link
stability calculated from the KNMI soil temperature data. KNMI aims at a rel-
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Figure 7.8: Fibre-link roundtrip stability (dash-dot) compared with roundtrip stabilities as calcu-
lated from theKNMI soil temperaturemeasurements for different fibre depths: on the surface (solid
curve), at 20 cmdepth (long-dashed curve), at 30 cmdepth (short-dashed curve), and at 50 cmdepth
(dotted curve). At shorter averaging times, the model curves display a 1/τ slope, which indicates
that on shorter time scales temperature noise is significantly more prominent in the KNMI mea-

surements than in the temperature-dependent link stability.

ative accuracy among sensors of 0.01 K and an absolute accuracy of 0.1 K. The
noise in the soil temperature measurements amounts to a few mK. More ac-
curate soil temperature observations will be difficult to make, let alone cap-
turing all relevant variations along the optical path. All stabilities derived
from soil temperature show a 1/τ slope for shorter time scales, which indic-
ates the presence of white noise in the temperature measurements that does
not appear in the fibre link instability. The noise levels at these time scales
obscure frequency drift due to the daily temperature cycle. This cycle leads to
the rising slope at longer time scales, with a local maximum at an averaging
time of half a day. On even longer time scales, this instability cycle continues
with a one-day period, andwith local maxima decreasing in height over time.
This is most clearly seen in the surface temperature curve.

The measured roundtrip stability curve shows averaging at short time
scales less than 100 s, while at time scales larger than 1000 s frequency drifts
due to the diurnal temperature cycle dominate the instability. For averaging
times larger than 4× 103 s, the link measurement shows qualitative agree-
ment with the KNMI data at depths of 20–30 cm. The origin of the level of
instability at time scales less than 4× 103 s remains unclear. Possible causes
are the several hundreds of meters of the fibre link located inside buildings,
which are subject to significant and relatively fast temperature variations
(due to e.g. airconditioning systems), while other factors like stress induced
frequency fluctuations can not be entirely ruled out. We also considered the
effect of polarisation mode dispersion, which we find to be negligible. For a
worst-case differential groupdelay of 0.2 ps/

√
km themaximumpolarisation-
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dependent differential delay is ±5 ps in our link. We typically observe po-
larisation changes of 10◦per hour, leading to fractional frequency deviations
smaller than 1.5 × 10−16. This is negligible compared to the observed fre-
quency instability.

The correlation between soil temperature and link frequency drift can be
inferred from the temperature and frequency measurement time series. To
this end, the roundtrip frequency deviations from the AOM frequency, Δf, are
compared to the frequency deviations Δfn due to soil temperature TKNMI,n at
depth n, estimated using Eq. (7.8). Both datasets are averaged over two-hour
windows to reduce noise levels. Figure 7.9 shows the raw data of the nine-day
link measurement in comparison with Δfn at 20 cm and 30 cm depth (2 hour
averages).
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Figure 7.9: Frequency deviations after a roundtrip through the fibre link (solid) and frequency de-
viations calculated from the soil temperature data at 20 cm (dashed) and 30 cm depth (dotted).

The depth at which the fibre link is buried is not precisely known, and it
furthermoremay vary along the path of the link. An estimate of the ’effective’
depth of the link may be obtained by assigning a weighting factor cn ≥ 0 to
each time series Δfn, and minimising (by least squares fitting) the difference
y between the measured and calculated frequency deviations

y = Δf−
N∑

n=0
cnΔfn(TKNMI,n) + foffset. (7.9)

The frequency offset parameter foffset is needed to include a systematic offset
between the link measurement data and the KNMI data. Such an offset may
be caused by an overall relative temperature change between the fibre link
path and the Cabauw site.

Figure 7.10 shows the variation of the fit parameters cn and foffset over
time. These parameters and their time dependence are obtained as follows.
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First, all input data (i.e. themeasured frequencydeviations and the frequency
deviations estimated from soil temperature measurements) are averaged
with a one-hour window. Of the averaged data sets, a 24-hour subset is taken
(labeled by the median of the time stamps in the set), for which the coeffi-
cients cn and foffset are found by least-squares fitting. This last step is repeated
for a 24-hour subset which is offset by six hours with respect to the previous
subset, until the entire data set is covered. From Fig. 7.10 it follows that best
agreement is found for an average fibre depth of about 30 cm. The least-
squares fit method yields solutions which are generally well aligned in phase
with themeasured data (Fig. 7.9). However, Fig. 7.9 also shows that the agree-
ment between the amplitude of the frequency deviations at 30 cm depth and
the measured data is poor. The limited agreement may be partially caused
by the contribution of fibre dispersion compensation modules which are loc-
ated in equipment rooms rather than being buried underground. Thesemod-
ules are located in air-treated environments with stable temperatures and
although the fibre length inside the modules is small compared to the fibre
span, thermally induced length changes might have an appreciable effect.
This effect will be subject to future study.
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Figure 7.10: Fit parameters obtained by least-squares fitting to (partly overlapping) 24-hour subsets
of roundtrip frequency data, with a spacing of six hours between each subset. Day of year represents
the centre of the data range. (top) frequency offset for fit. (bottom three panels) Values of the cn
for the most important depths; the cn found for the other depths are negligibly small. Averages
and standard deviations over this dataset are foffset = 8.1(20.3) c20 cm = 0.13(0.17), c30 cm =

1.01(0.72), and c50 cm = 0.10(0.24).

In the time series of the link measurement (Fig. 7.9) the frequency devi-
ations before 3 October and after 6 October appear to follow the predictions
based on KNMI data, while between 3 October and 6 October the curves seem
to be substantially less correlated. This discrepancy might be linked to the
fact that during this period, the fibre-link path received considerably more
precipitation on 3 October 2013 than the measurement site at Cabauw [320].
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Moreover, solar irradiation differed substantially from day to day between
Cabauw and the fibre link in this period [320]. It is conceivable that this led
to local soil temperature variations along the fibre link and, thus, to the ob-
served discrepancy. This behaviour illustrates the limited power of the tem-
perature model for predicting or estimating instantaneous frequency vari-
ations based on soil temperature measurements.

A soil temperature model for frequency transfer stability estimation
Soil temperature data can be used to predict the long-term stability of fibre
links, but it can be burdensome to obtain or construct long historical records.
For example in 1961 soil temperature was measured 3 times a day [321]. Also,
soil temperature is less often measured at meteorological measurement sites
than other quantities. In the Netherlands KNMI has such data available for
only four sites. In case of scarce soil temperature data, the sinusoidal soil
temperature model (Eq. (7.5)) can be used to construct an artificial temper-
ature cycle by superposition of a diurnal and an annual temperature cycle,
which can be used to estimate the frequency transfer stability of fibre links.
Such models can also be used to predict frequency transfer stability for vari-
ous types of soil.

The amplitude of the diurnal temperature variation itself varies approx-
imately sinusoidally during the year, and is given by

ATd,year(t) = Td,year + Ad,year sin
(

2π
Pyear

(t− t0,year)
)
, (7.10)

where Td,year is the average diurnal temperature variation, Ad,year is the am-
plitude of the annual variation of the diurnal amplitude, Pyear is the annual
period, and t0,year is used to shift the temperature cycle to fit themodel to the
long term measurement data of KNMI.

The total annual temperature cycle now becomes

Tannual(z, t) = T0 + Tday(z, t,ATd,year(t)) + Tyear(z, t), (7.11)

where Tday and Tyear are given by Eq. (7.5), but now with the amplitude AT0 of
the diurnal variation being a function of time.

We obtain a set of model parameters for Eq. (7.11) by fitting Eq. (7.5) to
the data from Van der Hoeven and Lablans [316] as an estimate of the annual
variations, and to the data fromWoudenberg [321] to estimate the cycle of di-
urnal temperature variations. The soil constant was taken Cs = 7.5 × 10−4,
which is representative for sand (being in a state between wet and dry), rel-
atively dry loam, and clay [316]. The obtained average, amplitude and phase
values are given in Table 7.1.

The soil temperatures resulting from the model are plotted in Fig. 7.11
and compared with the measured KNMI data set covering the year 2011. The
plot compares the data at the surface and at 50 cm depth and shows that the
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Offset (◦C) Amplitude (◦C) t0 (s)
Annual variation (surface) 10.2 8.8 9.64× 106
Annual day amplitude ATd,year 2.3 1.4 7.94× 106

Diurnal variation 0.0 ATd,year(t) 3.67× 104

Table 7.1: The parameters of the soil temperature model of Eq. (7.11) retrieved by a least-squares
fit to data obtained from [316] and [321].
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Figure 7.11: Annual variation of soil temperature at various depths. Modelled temperature at the
surface (solid, appearing as a wide band due to diurnal variations which are not resolved at the time
scale of the plot), and at 50 cm depth (dashed). Measured temperature at the surface (dotted) and
at 50 cm depth (dash-dotted). Temperatures at 50 cm depth are offset by 10 degrees centigrade for
visibility, arrows indicate true position. The inset shows a ten day subset of the data to visualise the

diurnal variations of the surface temperature.

model is indeed in reasonable agreement with direct soil temperature mea-
surements.

Figure 7.12 compares the frequency stability, computed using Eq. (7.8) and
the soil temperaturemeasurement series of 2011 and 2012, with that obtained
from Eq. (7.8) and the sinusoidal model, Eq. (7.11). The most prominent fea-
ture is the discrepancy for 50 cm depth, likely due to fluctuations in weather
conditions on long (days/weeks/months) time scales, which cause a higher
instability at time scales between a day and half a year. These fluctuations are
clearly visible in Fig. 7.11. This noise also leads to a smoothing of the strong
minima in the frequency instability curves, which are a consequence of the
sinusoidal temperature variations of the soil temperature model, Eq. (7.11).
The stability at 200 cm depth was calculated from this model and shows that
more deeply buried fibres offer a substantial stability improvement at the
timescale of days, while the stability at the year scale is much closer to that
of fibre buried closer to the surface.
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Figure 7.12: Frequency stability comparison between soil temperature measurements and the
model (Eq. 7.11) at several depths. Surface measurement (solid), model (solid gray). 50 cm depth
measurement (long-dash), model (long-dash gray). 200 cm depth model (short dash gray). The
straight lines indicate the 1/τ behaviour with a maximum instability of 2.6 × 10−12 at half a day
for the diurnal variation (dashed) and 2.5 × 10−14 at half a year for the annual variation (dotted)

of the sinusoidal model.

7.5 Conclusions and outlook
We investigated the passive frequency stability of a 2×298 km carrier-grade,
unidirectional fibre link between VU University Amsterdam LaserLaB and
VanSwinderen Institute, University of Groningen, using a singleDWDMchan-
nel, and with live optical data traffic present in other DWDM channels. The
observed frequency instability of the link lies in the range 10−14 to 10−13 for
averaging times 10 to 8× 105 s. This result implies that such fibre links are
well suited to distribute the frequency of commercial Rb atomic clocks with
negligible loss of accuracy. A model for thermo-optical fibre length variation
was developed which relates frequency variations to soil temperatures as a
function of depth. We employed this model taking actual long-term soil tem-
perature measurements as input, as well as predictions obtained from ex-
isting soil temperature models. We combined link frequency measurements
with soil temperature measurements at the KNMI Cabauw site to show that
the observed link stability corresponds to an average fibre depth of about 30
cm.

Qualitative agreement is found between the soil temperature model and
KNMImeasurements, while predictions of frequency stability based upon this
model agree with actual roundtrip frequency measurements to within an or-
der of magnitude. Although the predictive power of the soil-temperature
model is limited, it does provide insight into the relation between soil tem-
perature, fibre-optic path length variations and frequency-transfer stability.
Ourmodel thus allows estimating the passive frequency stability of fibre links
for averaging times ranging from days to years, and allows to estimate up-



7.5. Conclusions and outlook 133

per bounds on the passive link instability. Such information will be useful for
the design of future one-way frequency distribution systems based on under-
ground fibre-optic infrastructure.

The presented results show that soil temperature fluctuations have a
large impact on the passive frequency stability of optical carriers over under-
ground fibre links for time scales longer than approximately 1000 seconds.
The results of our study confirm the conclusions of previous work that fibre-
optic infrastructure is sufficiently stable for one-way atomic clock frequency
distributionoverhundreds of kilometres distance, andwith 1× 10−13 relative
instability [293, 295]. This level of instability compares favourably to the sta-
bility of commercial GPS-disciplined Rb clocks. The residual frequency vari-
ations are sufficiently small to back up the local oscillator of GPS-referenced
clocks with indefinite holdover (provided a non-GPS-referencedmaster clock
is used). This opens up the perspective of a terrestrial “flywheel” oscillator,
embedded in the currently installed unidirectional fibre-optic telecommu-
nications network, which can be used to back-up GPS-referenced oscillators
during periods of GPS outage.
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8. Outlook

The development in technology with regard to frequency comb laser sources
will be treated in the scope of three major subjects of this thesis. It can in
general be said that the field is progressing fast in the direction of sub-Hz
level combs and locking of lasers. Together with rapid developments in high-
stability low-noise rf generation from frequency combs, enabling state of the
art frequency standards, these developments will also enable the next level
in spectroscopic accuracy in the XUV. Transfer techniques for such state of
the art frequency standards are known, but their implementation in existing
long-haul fibre networks is still an open research topic. Implementations for
time transfer on the sub-ns level on the other hand, are a relatively novel
terrain to be explored.

8.1 High-precision spectroscopy in the XUV
The frequency comb system to performXUV spectroscopy has been extended
by colleagues to work on multiple inter-pulse distances by use of a pump os-
cillator working at the same repetition rate as the frequency comb laser. The
cumbersome delay line to create a double pump pulse has been replaced by
fast pulse picking optoelectronics enabling subsequent amplification of pulse
pairs at (almost) arbitrary intervals n/frep. In this way a full repetition rate
spectrum can be built up by picking pulse pairs with variable inter pulse dis-
tance. Jonas Morgenweg has explained the advantages and detailed working
of this system in his thesis [182].

First experiments on the simplest molecular systems (H2), used for QED
testing as done in this thesis for helium, are in reach of this system, and with
enhanced pump amplifier capacity much shorter wavelength ranges (down
to the water window at 2 − 4 nm) come in reach at repetition rates up to
300 Hz [322]. A Doppler reduced near background-free two-photon spec-
troscopy method has been explored and demonstrated by Morgenweg and
Barmes [137]. This method can be applied to do two-photon high resolution
spectroscopy in the XUV via HHG too.

In the broader community competing groups have succeeded in doing
spectroscopy with their full repetition rate enhancement cavity based ap-
proaches [183], although competing measurements on the ground state en-
ergy of the helium system have unfortunately not yet been published.

In the future optical locking of the frequency comb lasers will become
a key issue again when the limits of the Ti:Sapphire frequency comb system
will be reached in the XUV spectroscopy. Especially formeasurements on the
1S–2S transition in He+ ions where the Ramsey pulses have to be separated by
long time spans will need this technology to push the limits of the XUV fre-
quency comb system to the kHz level. To reach this goal the mode linewidth
of the Ti:Sapphire comb now used for the Ramsey-combmethod has to be re-
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duced to kHz or narrower modes from the current 1–2 MHz. In order to per-
form state of the art sub-Hz optical locking a sub-Hz level CW laser has been
installed in the lab. Means for frequency doubling of this 1542.4 nm laser
to the near infrared have partially been described in this thesis (Chapter 3),
which will be used to lock the Ti:sapphire frequency comb to in the future.

Currently the fibre integration of various components has been shown
to be very useful and user friendly. However, when the laser systems start
to approach the Hz level in the IR, these concepts will have to be reviewed
and actively stabilised fibre based optical frequency dissemination systems
will need to be employed in order to push the performance of the frequency
comb lasers even further.

8.2 Semiconductor frequency comb laser sources
It is exactly in the area of high frequency stability performance where integ-
rated optical components might play a key role in the future. Due to the pos-
sibility of integration of active optical components like CW and mode-locked
lasers, optical amplifiers, together with non-linear components, active and
passive optical devices like modulators, wavelength selection and couplers,
photo diodes and possibly even driver and control electronics needed for
complete stabilisation of a frequency comb laser, such technology can enable
very compact metrology laser sources. Integrating various means for phase
stabilised optical frequency transfer from and to the chip yields integrated
frequency comb and CW lasers that can be cross-locked on-chip to Hz level
lasers and deliver ultra-stable RF as an output too.

Other opportunities for such small semiconductor lasers lie in the tele-
communications area. Several encoding methods using phase-amplitude
modulation will favour narrow linewidth frequency comb lasers whose in-
dividual comb lines can be spatially separated on chip and sent to individual
modulators. In this way information densities can be obtained that lie closer
to Shannon’s limit. This will optimise the use of available bandwidth in op-
tical telecommunication systems.

Indeed, such integrated per comb-line modulator is capable of perform-
ing electric field synthesis in the optical wavelength range. Such systems
might boost research in quantumchemistry by enabling potential energy sur-
face control in large molecules and might eventually find applications in the
chemical or pharmaceutics industry. A novel development that is interest-
ing for the field of molecular spectroscopy in particular are quantum cascade
mode-locked lasers. Recent developments show that these semiconductor
lasers can be optically locked to stable CW lasers, yielding an interesting tool
for far-infrared spectroscopy [323].

8.3 Time and frequency transfer techniques
Some of the research in this thesis shows that optical networks as deployed
in the Netherlands can already be used to improve upon traditional time dis-
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semination concepts. The passive stability of these networks surpasses the
accuracy of simple rubidium clocks, which are currently used inmany applic-
ations, for example in mobile telecommunication. Methods for stable time
transfer based on the results in this thesis are under development and will
be available for commercial applications on relatively short time scale. That
there is a need for such technology can be seen from the ongoing efforts in
next generation internet standards for time transfer (NTP, PTP, PTPv2, White
Rabbit). As an example, the varying bit rates of network segments in 100 Gbit
Ethernet routing is a problem that is not yet solved fully by suppliers of 100G
equipment and such standardsmight in the future includemeans for synton-
isation and time transfer in order to solve such problems.

Currently the limits of electronic synchronisation methods are being
pushed to the sub-ps level at the second time scale, while reference mea-
surements on electronic systems can be performed that can determine the
delay stability of devices towards the attosecond level. It is in this perspective
that the now somewhat exotic tools of optical frequency comparison at the
highest level [298,299,324,325] can soon start to take over the role of satellite
based methods for frequency and time comparison of atomic standards. Net-
works can then be fully syntonised and time synchronised by a single optical
time standard. Chip based CW and frequency comb lasers and active phase
stabilisation of optical networksmight start to play an important role in such
networks.

In the field of fundamental physics these technologies are ofmain import-
ance for high-accuracy tests of physical theories, like the hypothesis of pos-
sibly varying fundamental constants [326, 327], or the search for fifth forces
[328, 329]. Optical clocks, fibre-based frequency comparisons, high-accuracy
frequency comb spectroscopy will possibly bring new physical phenomena
in view.

And further, by these, my son, be admonished: of making many books there
is no end; and much study is a weariness of the flesh. Let us hear the

conclusion of the whole matter: Fear God, and keep his commandments: for
this is the whole duty of man.

(Ecclesiastes 12:12,13) [1]
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A. Equations, notations and derivations

Without toomuch comments somemathematical relations referred to in this
thesis are recalled, some notations used are clarified, and derivations that
would have interfered with the main text are presented here.

A.1 N sample variance
The N sample variance of frequency measurements is defined as

σ2(N, T, τ) =
1
N

N∑
i=1

ȳi −
1
N

N∑
j=1

ȳj

2

, (A.1)

where N is the number of samples yi, T is the time interval between the sam-
ples and τ the duration of the measurement of the samples, giving rise to a
dead time t − τ . However, this estimator is biased for any kind of frequency
noise and a finite number of samples. An unbiased estimator for the case of
white frequency noise when T = τ (zero dead time), is given by [99]

σ2(N, T, τ) =
1

N− 1

N∑
i=1

ȳi −
1
N

N∑
j=1

ȳj

2

. (A.2)

The relation between the average of the N-sample variance (A.2) and the one
sided spectral density of the fractional frequency fluctuations Sy(f ) defined
in Eq. (2.11), is given by⟨

σ2
y(N, T, τ)

⟩
=

N
N− 1

∫ ∞

0
Sy(f )

(
sin πτf
πτf

)2
[
1−

(
sinNπTf
N sin πTf

)2
]
df, (A.3)

where σy denotes the two-sample Allan variance.

A.2 Error estimation based on χ2 distributions
For a chi-squared distribution χ2 the sample variance s2 with a number of de-
grees of freedom (df.) can be related to the true variance σ2 of the distribution
via the equation

χ2 =
(df.)s2

σ2 . (A.4)

The number of degrees of freedom is easily determined asN/2 for an even
number N of data samples, used only once each to estimate the Allan vari-
ance, e.g. if sample 1 and 2, 3 and 4, and so on are used. If, however, we
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include a variance determined by samples 2 and 3, the sample variance cal-
culated for this point is not independent from the other two, which means
that we cannot assume (df.) to be 3. Various authors have used analytical and
simulation techniques to estimate (df.) [103,330]. The analytical (Lesage, Au-
doin and Yoshimura [102, 331, 332]) and simulation based (empirical) results
of Howe [103] are given in table A.21, as a function of the dominant noise type
characterized by the slope alpha in the Allan variance graph (see Table A.1).
Note here that the values of R(n) for α = 1,−1 are empircally determined 2.

α σ2
y(τ) mod. σ2

y(τ) R(n)

-2 h−2
2π2

3 τ h−2
2π2

3 τR(n) 0.824

-1 h−12 ln(2) h−12 ln(2)R(n) 0.647

0 h0
1
2τ h0

R(n)
2τ

0.5

1 h1
1.038+ 3 ln (2πfhτ)

4π2τ2
h1

3.37
4π2τ2

3.37
1.038+ 3 ln(2πfhτ)

2 h2
3fh

4π2τ2 h2
3fh

4nπ2τ2
1
n

Table A.1: Noise types α and the slopes for the Allan variance andmodified Allan variance including
their ratioR(n)where n is the sample size. The constants hα are intensity coefficients indicating the
strength of the noise (see [103]). In some cases the result relies on the hardware cutoff frequency
fh in order to achieve convergence. The ratio R(n) = mod. σ2

y(τ)/σ
2
y(τ) relates the slopes of the

variances and is given for the limit value n → ∞. In a single case the slope depends on the number
of samples n averaged to obtain a software defined τ = nτ0 . Note that the equation for white phase
noise α = 2 for the modified Allan deviation cannot be true since in the property of the modified
deviation is that the slopes for α = 1 and α = 2 in the modified version are distinghuishable. This

error possibly stems from untracked errata in Sullivan [333].

1Errata are found in NIST Technical Note 1337 [333], take note to track a single erratum
throughout the document.

2see Sullivan [333] and the numerous errata therein.
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α empirical (df.) [103]

-2
N− 2
m

(N− 2)2 − 3m(N− 1) + 4m2

(N− 3)2

-1

2(N− 2)2

2.3N− 4.9 for m = 1

5N2

4m(N+ 3m) for m ≥ 2


0

(
3(N− 1)

2m − 2(N− 2)
N

)
4m2

4m2 + 5

1 exp
[
ln
(
N− 1
2m

)
ln
(
(2m+ 1)(N− 1)

4

)] 1
2

2
(N+ 1)(N− 2m)

2(N− m)

α analytical (df.) for m = 1 [103]

-2 N− 2

-1
2(N− 2)2

2.3N− 4.9

0
2(N− 2)2

3N− 7
1 unknown

2
18(N− 2)2

35N− 88 , for N ≥ 4

Table A.2: Number of degrees of freedom (df.), for common noise types α (see Table 2.1). N is the
number of samples in the set, (df.) is then given for an effective sample time τ = mτ0 where

frequency data for m samples are combined. Analytical values were only availabe for m = 1.

A.3 From Maxwell’s equations to the wave equation
Maxwell’s equations [334], which fully describe classical electromagnetic
fields can be written as

∇ · E =
1
ε0

ρ, (A.5a)

∇ · B = 0, (A.5b)

∇× E = −∂B
∂t

, (A.5c)

∇× B = μ0J+ μ0ε0
∂E
∂t

, (A.5d)

where E is the electric field strength, ρ the electric charge density, B themag-
netic flux density and J the electric current density. ε0 and μ0 are the permit-
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tivity and permeability of free space.
In matter several effects give rise to charge and current densities [335].

The polarisation P leads to a bound electric charge density ρb = −∇ · P and
a change in P leads to an electric polarisation current density Jp = ∂P

∂t , the
magnetisationM leads to a bound electric current density Jb = ∇×M, from
which we now write the electric charge and current densities as

ρ = ρf + ρb = ρf −∇ · P, (A.6)

J = Jf + Jb + Jp = Jf +∇×M+
∂P
∂t

. (A.7)

Wave equations of the fields are obtained by switching from themagnetic flux
density B to the magnetic field intensity H through the relation

H =
1
μ0
B−M. (A.8)

The relation
D = ε0E+ P, (A.9)

between the electric field intensity E and the electric displacementD is given
for the sake of completeness. Separating E andH by application of the curl to
equations (A.5c) and (A.5d) the wave equations

∇2E− μ0ε0
∂2E
∂t2

=
1
ε0
∇ρf + μ0

∂Jf
∂t

+ μ0
∂

∂t
(∇×M)

+ μ0
∂2P
∂t2

− 1
ε0
∇ (∇ · P) (A.10a)

and

∇2H− μ0ε0
∂2H
∂t2

= −∇× Jf −
∂

∂t
∇× P

+ μ0ε0
∂2M
∂t2

−∇ (∇ ·M) (A.10b)

are obtained. Although these equations look somewhat bloated with source
factors, compared to what is normally presented, it should be noted that
these equations are in their most general form, and no assumptions have yet
been made with respect to the medium in which the electromagnetic field
resides.

Anisotropic electric3 media are described by the electric susceptibility χe
in the form of tensors relating P and E. The non-linear material responses
can be described by letting P depend on higher orders n of E. In general

P = ε0
∞∑
n=1

χ(n)e En, (A.11)

3The equation is equally valid for dielectric and conducting media.
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where E can be a linear combination of electrical fields. For isotropic electric
media with a linear response this equation reduces to

P = ε0χeE (A.12)

where χ can be complex and is in general frequency dependent, the imagin-
ary part represents dielectric losses.

The same holds for anisotropic magnetic media, of which the ferrimag-
netic materials play an important role in non-reciprocal optical devices like
isolators and Faraday rotators. The magnetic susceptibility χm relatesM and
H and non-linear responses can be described as well using

M =
∞∑
n=1

χ(n)m Hn, (A.13)

in this case the imaginary part of χm For isotropic magnetic media with a
linear response the equation reduces to

M = χmH, (A.14)

where χm can have an imaginary part to account for magnetic losses.
For completeness the relation between the permittivity ε, relative per-

mittivity εr and χe and between the permeability μ, relative permeability μr
and χm are given

ε ≡ ε0 (1+ χe) = ε0εr, (A.15)
μ ≡ μ0 (1+ χm) = μ0μr. (A.16)

In vacuum ρ and J are zero, and rewriting (A.5) yields the free-space wave
equation for the electric field

∇2E− μ0ε0
∂2E
∂t2

= 0, (A.17)

which has as one of the solutions the plane travelling wave in the k direc-
tion [336]

E(r, t) = E0 cos (k · r− ωt+ φ) n̂, (A.18)

k̂ · n̂ = 0, (A.19)

B(r, t) = E0
c
cos (k · r− ωt+ φ) (k̂× n̂), (A.20)

where E0 is the field strength, k the wave vector, n̂ polarization vectors, r is
the position vector and φ an arbitrary phase of the wave. This means that
both the E and B fields are perpendicular to k.
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A.4 Determination of the mode ambiguity range
Determination of the mode numbers m on measurement of an optical fre-
quency with a frequency comb typically yields an ambiguous result since
there aremultiple solutions possible for the set of equations (2.53) of Sec. 2.4.1

fl1 = ±fCEO1 + m1frep1 ± fbeat1 , (A.21a)
fl2 = ±fCEO2 + m2frep2 ± fbeat2 , (A.21b)∣∣Δfl1,l2∣∣ = | fl1 − fl2 | ≡ 0, (A.21c)

The smallest interval nfrep1 over which an unambiguous solution is de-
fined is determined by

n
(
frep2 − frep1

)
= frep1 ,

n
n+ 1

=
frep1
frep2

(A.22)

from which we can see that large n can be reached by a small fractional frep
change between the measurements or becomes infinite if the fractional frep
change is non integer. For integer fractional frep change

n =
frep1

frep2 − frep1
(A.23)

the frequency interval is approximately proportional to the fractional fre-
quency change.

In practice the fractional stability of the lasers in the time between the
two frequency determinations is crucial. If either fl, frep or fCEO drifts by more
than the fractional frep change between the two measurements, Eq. (A.21a)
yields values around 0 for large amounts of frequencies. In practice a change
in frep in the order of 0.1% to 1% will lead to an unambiguously defined fre-
quency within 1000frep to 100frep. Resolving the ambiguity on such a coarse
wavelength scale can typically be done with a normal spectrum analyser, and
thus allows for an unambiguous determination of the laser frequency fl.

A.5 Second order DC Stark shift in helium
Here slightly more detail on the derivation of the second order Stark shift is
given after Hertel [162]. For a linear Stark shift the perturbation leads to first
order correction

ΔE(1)k = ⟨γJMk|Vel |γJMk⟩
= eE ⟨γJMk| rC10(θ) |γJMk⟩
= eE

⟨
γk
∣∣ r ∣∣γk

⟩
⟨JMk| C10(θ) |JMk⟩

(A.24)

of the energy of level k, which can be separated in a radial part (
⟨
γk
∣∣ r ∣∣γk

⟩
)

and a spherical part (⟨JMk| C10(θ) |JMk⟩), with C10(θ) a spherical harmonic
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function. To obtain a value for the radial part of the wave equation the fol-
lowing integral is evaluated⟨

γk
∣∣ r ∣∣γk

⟩
= ⟨nlk| r |nlk⟩ =

∫ ∞

0
Rnlk(r)Rnlk(r)r

3dr, (A.25)

where Rnl(r) are the radial wave functions of the atom for quantum numbers
n and l.4 The spherical part of the wave function can be calculated by means
of 3j symbols.

However, for the helium atom, a calculation of the second order perturb-
ation is needed to obtain values for the Stark shift resulting in

E(2)k = E(0)k + ⟨k|Vel |k⟩+
∑
j̸=k

|⟨j|Vel |k⟩|
2

E(0)k − E(0)j

. (A.26)

The first order shift E(1)k = ⟨k|Vel |k⟩ = 0 drops out of this equation, and in-
stead a correction for each coupling level j to level k needs to be taken into
account. Because the helium atom has a strong LS coupling (VLS ≫ Vel) the
spherical wave function is written (in quantum numbers) as |LSJM⟩ which
leads to

ΔE(2)k = Ek − E(0)k

=
∑
j̸=k

|⟨j|Vel |k⟩|
2

E(0)k − E(0)j

=
∑
j̸=k

∣∣⟨γLSJMj
∣∣Vel |γLSJMk⟩

∣∣2
E(0)k − E(0)j

,

(A.27)

where thewave functions are expanded into a radial and spherical part, yield-
ing for the interaction (Hertel equation 8.57)⟨

γLSJMj
∣∣Vel |γLSJMk⟩ =

eE
⟨
nlj
∣∣ r |nlk⟩√(2Jj + 1)(2Jk + 1)(2Lj + 1)(2Lk + 1)× δMjMk δLjLk±1

× (−1)Mk−Sk
(

Jj Jk 1
−Mk Mk 0

){
Lj Lk 1
Jk Jj Sk

}(
Lj 1 Lk
0 0 0

)
= eEzkj. (A.28)

Inserting (A.28) into (A.27) yields the second order Stark shift as

ΔE(2)k = |eE|2
∑
j̸=k

∣∣zkj∣∣2
E(0)k − E(0)j

, (A.29)

where zkj is a measure for the strength of the transition.
4see Hertel [162] §2.8.5 how to solve this equation, and §2.8.2 on the atomic units used.
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A.6 On the notation of the helium atomic state
When reading literature on spectroscopy of helium, one immediately notices
the various notations of the atomic states that are used. In this thesis I have
followed amodern convention, in which the atomic state is notated in a com-
plete manner. The basics of this notation are covered here.

As we have seen, the atomic state depends on several quantum numbers
nlm. The principal quantumnumbers n for each electron as well as the orbital
momentum l, denoted s,p,d,…, are unique for each electron. The atomic state
is therefore typically written as

n1l1n2l2 . . . nili (A.30)

where each electron i is denoted. If multiple electrons are in the same config-
uration this is typically denoted as a power. For example, we have a 3 electron
atom in it’s ground state, this is written as 1s22s, which is the ground state of
lithium. Closed shells are sometimes omitted or replaced by the abbreviation
of the atom for which this is the full shell, in case of the previous example
[He]2s. The abbreviation is however typically done for elements with more
than 10 electrons to avoid an excessive number of filled shells in the nota-
tion5.

The combination of orbital momentum quantum numbers, l, gives a total
orbitalmomentum L and the combination of spins quantumnumbers, s, of the
electrons, a total spin S, which is then again combined to give a total angular
momentum quantum number J. This reasoning is of course only valid if the
chosen basis set of the quantum state is orthogonal. Fortunately helium is an
atom in which this so called spin-orbit coupling (also known as LS-coupling
or Russel-Saunders coupling regime) is a valid description of the atomic state
and we will thus write

S =
n∑

i=1
si, L =

n∑
i=1

li, J = L+ S. (A.31)

These three parameters can now be combined in the term symbol 2S+1LJ. The
ground state of helium is now denoted 1s2 1S0 (a singlet state) and an excited
state could be 1s3p 3P2 (a triplet state).

In the equations for the Stark shift the magnetic quantum numberM ap-
pears. This is the magnetic sublevel of the angular momentum L and range
from−L to+L in integer steps. Conservation of energy, momentum and an-
gular momentum, makes that for an atomic excitation between equal M, the
magnetic moment of the photon should be q = 0, implying linearly polar-
ised light. Circularly polarised light (q = ±1) can excite transitions with
ΔM = ±1.

5E.g. for Thorium we write the groundstate [Rn]6d27s2 in stead of 1s22s22p63s23p63d10
4s24p64d105s25p64f145d106s26p66d27s2.



B. A historical overview of the ionisation
energy of helium

The title of this appendix is somewhat remarkable, how could the ionisation
energy of helium have changed over time? Although there is ample specu-
lation about temporal changes in fundamental constants, the title does not
refer to these phenomena. Rather, it refers to the accuracy and resolution
with which the ionisation energy of helium has been observed and calculated
from the time that heliumwas discovered. Please note that this overview can-
not be considered complete, but hopefully it does provide an interesting read
about the historical developments concerning the helium ionisation energy,
to which this thesis also made a contribution.

B.1 Introduction
With the discovery of helium goes the name of Pierre Jules César Janssen [49],
who first observed it as a bright yellow line at 587.49 nmnear theD1 andD2 so-
dium lines during the solar eclipse on August 18, 1868. Later that year, on Oc-
tober 20, Norman Lockyer [337] observed the same line, which he named D3.
Lockyer then investigated the hydrogen lines together with Edward Frank-
land [337], and the two concluded that this line could not be measured in the
laboratory, indicating that it might belong to a new element. Who termed
the name helium [338], which has a “metallic” ending, is unclear, although
the best guess is Lockyer [339].

Luigi Palmieri first detected helium on earth, during spectroscopic mea-
surements on lava samples frommountVesuvius1. In 1895 LordRamsay2 then
succeeded in extracting, purifying and identifying helium from samples of
clèveite, observing the D3 line by use of an electrical discharge through the
extracted gas. Mr. Crookes measured the D3 line at a wave-length3 of 587·49
millionths of a millimetre. Ramsay makes a remark about the visibility of vi-
olet lines in the helium spectra, speculating in the conclusion of his paper
that helium might be an atom belonging to the group of argon due to appar-
ent equal behaviour in the purification process [341]. He further concludes
that if this is the case the atomic mass should be 4 or 8 (giving argon a weight
of 20 or 40). Ramsay cites in this work part of a letter from William Francis
Hillebrand who claims to have seen additional lines in the spectra, but attrib-
uted these to Nitrogen. In the second part of the paper [342] Ramsay then
marks a difference in weight of the gas from various sources and distinctly
different spectral features from the lighter gas samples.

1Supposedly in 1882, a trustworthy source document would be welcome.
2The Swedish chemists Nils Abraham Langlet and Per Teodor Cleve independently dis-

covered helium in cleveite in 1895 too, no trustworthy source is yet available to the author.
3historical, see [340]
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Although from the beginning the gas was electrically excited (typically
by means of a Ruhmkorff coil or high voltage DC discharge) in order to pro-
duce the spectra, most of these excitations took place in glass tubes, some-
times using photographic plates and sometimes only by measuring directly
the spacings between the visible lines of a reference gas and helium. These
first observers could simply not have seen any parts of the spectrum below a
few hundred nanometre due to the construction of the sources and spectro-
graphs.

The initial availability of helium was limited, since the gas could only
be extracted from uranium rich minerals. In 1903 state geologist Erasmus
Haworth and David F. McFarland together with Hamilton P. Cady of the uni-
versity of Kansas analysed unidentified contents from natural gas sources in
the U.S.A. [343]. In 1905 they identified a 1.84% fraction of the well of Dexter
as helium [344]. The gas became available to a wider public and in a better
purified formonly after about 10 years andwas still a gaswithout a use. When
it became clear around 1917 that it was of importance to the Allied forces for
the filling of blimps and balloons, production took off only after establish-
ment of helium production plants from 1919 on [345].

It took until 1924 to observe the single photon lines from the groundstate
of He I and He II in the XUV directly, requiring a special construction of a
vacuum discharge source connected to a much optimized vacuum spectro-
graph, with gratings specially ruled for the XUV spectroscopic region [346].

In the quest for a better understanding of the helium atom, theoretic-
ally important because of it’s three particle nature4, the determination of the
ground state energy (or, otherwise stated, the first ionisation energy) is a
long lasting tradition. This quest for an ever more precise and accurate me-
trology has at times yielded important results, such as the discovery of the
Lamb shift, pushing the developments in the field of three particle quantum
electrodynamics (QED).

Although ideally this reviewwould contain all possible determinations of
the ionisation energy of helium, it focusses on spectroscopy where the ex-
citation takes place directly from the ground state. The theoretical accur-
acy5, rapidly increases for higher principle quantum number n and is nor-
mally much better than any experimental value obtained from extrapolating
a Rydberg series. Therefore the theoretical ionisation energy of those higher
lying states is frequently used as a reference to calculate the total ionisation
energy from a measured transition frequency to this higher lying state.

4Up to this date there are nomethods to analytically solve the three particle problem, theor-
ists therefore use perturbation theories like higher order QED and would like to know the region
of validity for these theories.

5It is problematic to give the accuracy because one needs to know all next order QED contri-
butions. Theorists therefore try to estimate which QED terms of the next higher order are likely
to dominate the contribution, and give an estimation of the upper bound based on such values.



B.2. Interpretation of a historical value 151

B.2 Interpretation of a historical value
It is not directly clear how a value given in a dated reference should be inter-
preted. For one, the view on the best unit to present values in has changed
over time. Secondly, the known values of physical constants have changed
and improved over time. The latter not only influences results obtained from
calculations, but has, in certain cases, also an influence on a measured value
e.g. via the calibration procedures for the instrumentation used. This makes
that retrieval of a contemporary value needs to be traceable from historical
values of the constants, and, in some cases, maybe even exact knowledge of
the used instruments. This sort of information is obviously not always avail-
able.

In the early publications the error on the result is not always present.
In these cases we take a standard deviation of one unit of the least signific-
ant digit. Each value has been converted to a contemporary value of the en-
ergy. These contemporary values have been used in paragraph B.4 to make a
comparison of the accuracy and resolution of the literature values. All con-
temporary values are given as a frequency, which, multiplied by Plancks con-
stant6 (h = 6.626 069 57(29)× 10−34 J s), give the ionisation energy of helium.
During the conversion to a contemporary value, as many significant digits as
possible are preserved. The final result of the conversion is truncated to one
additional significant digit, in order to enable the reader to judge the round
off error of the conversion.

Unless specifically noted in the sections below treating each reference,
the following conversions have been applied. The ionisation energy in units
of Volt (V), a remarkable unit of energy but apparently common at the time,
has been understood by the author to be equivalent to the electron Volt (eV).
The ionisation energy can therefore be converted to a frequency according
to

f =
Ve
h
, (B.1)

where V is the value of the energy in (e)V, e the elementary charge (e =
1.602 176 565(35) × 10−19 C), h is Plancks constant and f the resulting fre-
quency in Hz.

The values of the ionisation energy in wavenumbers can be converted to
a frequency according to

f = 100ν̃c, (B.2)
where ν̃ is the wavenumber in cm-1 and c the speed of light (c = 299 792 458
m s-1).

B.3 Measured and calculated values of the ionisation energy
In this section the actual historical overview of the ionisation energy is pre-
sented. For each entry in Table B.1 to Table B.3 a paragraph with notes has

6The values of the constants have been taken from the CODATA 2010 values as published
in [84], which is available from the NIST website.
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been compiled, including peculiarities found in the articles and methods of
calculation of the contemporary value where they differ from the default
methods.

In general the following conventions hold for the tables: a ∗ in the refer-
ence field indicates that the reference was not available to the author. The
quoted value and uncertainty are as given in the reference, as is the unit. The
“type”, indicates how the ground state energy has been derived, or if a value
was re-evaluated or corrected. The frequency column contains the recalcu-
lated value in the currently prevailing unit Hz in order to make comparisons
possible. Remarks are made by the author when needed.

B.3.1 4Helium measurements
Table B.1 presents an overview of ionisation energy determinations of 4He.
References from this table are then treated separately to tell more about the
methods involved in the measurement.

J. Franck, 1920 [347]
Lyman [346] mentions this value, copied from the work of Franck and Knip-
ping[347], with which Lyman compares his results. The resonance potential
(ionisation energy) had been determined to lie at 25.3 Volt. The discrepancy
lies in the measurement of Franck and Knipping through systematics in the
measurement method. “Considerations of this nature have led Franck [356]
to review the interpretation of his experimental data” and the source of error
was found. A corrected value then agrees with the observation of Lyman.

Earlier Kannenstine [357] had already noted that his results had to be cor-
rected by 1.1 Volt “to bring them in agreement with accepted results.” In this
case being the voltages named by Franck and Knipping, among others with
the ionisation potential of 25.3 Volt.

Landolt-Börstein tabellen, 1923 [348]
Kellner[349] mentions this value, copied from the Landolt-Börstein tabellen.
I take this value to be computed from spectroscopic line seriesmeasurements,
and therefore file it in table B.1. It should be noted that the given resolution is
rather high, and higher than that of the first direct spectroscopic observation
of the transitions from the ground state obtained by Lyman [346], although
the value deviates at the 3 × 10−2 level.

T. Lyman, 1924 [346]
Lyman makes notes about several of the methods used to observe spectral
lines at short wavelengths. First he has received from Prof. R. W. Wood, a
series of gratings ruled with different depths and on different engines. Res-
ults from among others Millikan, are confirmed “for it appears that a lightly
ruled grating gives a stronger spectrum in the region of extremely short
wave-lengths”. Woods new driving mechanism of the dividing engine (a part
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of the grating ruling machines) “has succeeded in greatly reducing the in-
tensity of the false spectra”.

To “put the matter beyond question” on the 4N(1/22 + 1/m2) series, Ly-
manwants to use a continuous discharge contrary to the previously used dis-
ruptive discharge, which is prone to errors due to impurities which give addi-
tional spectral lines. In order to obtain a continuous discharge in the spectral
region7 of λ 1200 to λ 1700 the design of a discharge tube of Paschen is used
in which “the discharge from the interior of a hollow cylindrical cathode is
viewed endon.” The vacuumspectrograph itself is connected to the discharge
source via a small hole in order to obtain a high enough vacuum, the length
of the spectrograph is 1 meter.

The main result is a fully confirmed OS–mP series with the principal line
at λ 584.40, by use of both a continuous and disruptive discharge, of which
the plate is reproduced in the article. Some peculiarities of the plate are the
line at λ 600.3, which cannot be accounted for by Lyman. The line at λ 591.5
is attributed to a singlet doublet transition, but we can now say that this is
most probably the 1s2 1S0 – 1s2p 3P1 line that has been seen. Lyman states: “I
think it unlikely that it is due to an impurity.” Lyman also observes two lines
(and possibly more) of the He II series.

Lyman notes the discrepancy between the previously accepted value of
the ionisation potential of 25.3 Volts against the series limit at 24.5 Volts. This
value has apparently been calculated up to only three digits for reasons of
comparison, since “thewave-lengths are probably correct to one or two tenth
of a unit”. In table 1, a wave-length of OS = 198, 298 is found as series limit
for the principle series, which has even an additional digit on the ionisation
potential, yielding in current numbers a voltage of 24.5858 V, which is slightly
higher than the value given for comparison by Lyman and more accurate.

It is specifically noted that “several sources have furnished the helium
that has been employed” but that the results were independent of the source
of the gas. A peculiar remark is made about the presence of hydrogen in
the discharge. Lyman alpha and beta lines were entirely invisible but lines
at 1215.7 and 1025.8 have been observed, which lead Lyman to think that a
trace of hydrogen might have been present. Another conclusion might be
that more lines of He II have been seen, which are positioned at almost ex-
actly the expected wavelengths (lying 0.6 Å lower than the values that Lyman
gives) as suggested from Table 1 in the article as well.

J. J. Hopfield, 1930 [350]
Hopfield is in the search for the effects of the presence of helium on spec-
tra of other gases and this article is a mere by-product of that research. The
machine used is a vacuum spectrograph (radius of curvature of the grating
is 50 cm) and the gas discharge source are separated by a slit, which allows

7The wavelengths are given in Ångström, the notation is historical.
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to maintain a “fairly large difference of pressure” between both sides of the
instrument.

Table 1 gives an overview of the ten measured lines of the IIS—nIP al-
though the value of the ionisation potential is retrieved from a fit to the first
threemembers of the series. Further results aremainly on the He2 molecular
spectra.

G. Herzberg, 1958 [351]
This capital result is the first measurement with a high enough accuracy to
determine the Lamb shift of the ground state of helium experimentally. The
determination of the ionisation potential is an integral part of this measure-
ment, and an improved experimental value is retrieved. Another important
aspect is the fact that not only 4He has been measured, but also 3He, yielding
accurate values for the isotope shifts of various lines.

W. C. Martin, 1960 [352]
Martin gives an extendedoverviewof all literature values available onhelium.
For the ionisation potential he mainly relies on the result from Herzberg in
the uncertainty, although an independent assessment of the series limits was
performed, yielding basically the same energy. The value given and inaccur-
acy have been taken from Table 2 in [352].

M. A. Baig et. al., 1984 [353]
Baig et. al. have concentrated on themeasurement of the high principal quan-
tum numbers in the 1s2 – 1snp n > 11 series and has recalculated the ion-
isation potential based on his results, comparing with a wide range of the-
oretical results through a series approximation. The accuracy is 0.16 cm-1

which is one hundredth of a wavenumber less accurate than the results from
Herzberg [351]. The obtained values compare within the error margin.

Re-evaluation, 1984 [353]a
Eikema re-evaluates Baig et. al., the resulting value having one additional di-
git, but no series fitting accuracy is given. The error given for the contem-
porary value is therefore that of the single line accuracy of Baig, 0.16 cm-1 as
quoted by Eikema, which is consistent with figure 3 in [354].

K. S. E. Eikema et. al., 1993 [354]
Eikemameasures the 1s2 1S0 – 1s2p 1P1 transition at 58.4 nm at high accuracy
to be 171 134.89(3) cm-1. This measurement is the first laser-based measure-
ment of helium from the ground state. He uses the experimental term value
for the upper state energy from Sansonetti [358] Table II (27175.77234(14)
cm-1) to come to a value for the energy of the ionisation potential. The two
electron part of the QED terms is shown to exist by this measurement. Due



156 B. A historical overview of the ionisation energy of helium

to the fact that a single line is measured, it is particularly simple to recalcu-
late the groundstate energy when the calculation or measurement accuracy
of the upper state energy has improved.

The transitionwas induced in a crossed atomic beam setup to reduce Dop-
pler effects. The excitation light was generated by a pulsed dye laser (∼ 5 ns
pulse length) that was calibrated with an I2 absorption spectrum. The dye
laser was first doubled in frequency to the UV, and subsequently the fifth
harmonic was generated in a gas pulse to reach the required 58.4 nm for ex-
citation of helium.

The theoretical Lamb shift (1.3745(10) cm-1) given in this article has been
calculated as follows. The ΔEL1,2 one and two electron QED terms (1.519836
and -0.140402 cm-1) from Table 3 in Drake [359] were added to the theoretical
ground state energy (198310.662801 cm-1) from Drake [360], this is the 1 1S
level energy (-198312.04224 cm-1) not including QED effects as stated in the
article. From this value the theoretical value of Baker [361] (198310.66774(4)
cm-1) is subtracted. The accuracy comes from the 10-3 cm-1 inaccuracy of the
results of Baker [361] due to expected values of Oα4 corrections. The route
via the ionisation potential has most probably been taken due to the fact that
Baker includes an improved value of the Bethe logarithm in his result for the
ground state energy.

Corrected value, 1993 [354]a
The result of Eikema is corrected for the recoil shift [155] of -14.6 MHz of
the transition frequency. A second correction due to improved calculation of
the 1s2p 1P1 level (2.7175771929(13)× 104 cm-1) by Yerokhin [88] leads to an
improved ionisation energy, which differs about 44 MHz from the previous
value, well within the experimental error of 899 MHz.

K. S. E. Eikema et. al., 1996 [355]
An important measurement of the 1s2 1S0 – 1s2p 1P1 transitions in 3He and
4He, determines a new value for the isotope shift after the measurement of
Herzberg [351] almost 40 years back. Themeasurement sets a new limit to test
the accuracy of QED theory. It is of importance that the isotope shift has been
deduced much more accurate (7 MHz) than the actual transition frequencies
although it should be corrected for recoil shifts.

The theoretical Lamb shift (1.3755(10) cm-1) has been calculated by tak-
ing the ground state energy (-5 945 204 108.44(1 820) MHz) from table XI in
Drake [362] subtracting the ΔEL1,2 values (45 560(1 820) and −4 208(—) MHz)
and the O(mc2α6 ln α) correction from Drake [363] Table II (30.666 344 MHz).
The value of the ground state energy derived by Baker [361] ((198310.66774(4)
cm-1), 5 945 204 252.93(1.19)MHz) is then added. The route via the ionisation
potential hasmost probably been taken due to the fact that Baker includes an
improved value of the Bethe logarithm in his result for the ground state en-
ergy.
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An ionisation energy, which is not named in this article, has been derived
by taking the theoretical value from Drake [362] (814709152.36(1.8) MHz) for
the upper state. This level energy has been derived according to the method
named in the book.

Corrected value, 1996 [355]a

An improved and corrected value of the ionisation potential can be derived by
taking a recent theoretical value (2.7175771929(13)× 104 cm-1, 814709146.464
(389) MHz) for the upper state from Yerokhin [88]. A correction for a missing
recoil shift [155] of -14.6 MHz to the transition frequency has been applied as
well. The total shift of the ionisation potential is -20.5 MHz.

K. S. E. Eikema et. al., 1997 [87]

As in his previous measurements, Eikema excites the 1s2 1S0 – 1s2p 1P1 tran-
sition at a wavelength of 58.4 nm. An etalon, locked to an iodine stabilised
helium-neon laser provides a reference for a CW ring dye laser operating on
a fundamental wavelength of 584 nm. The light is then amplified in a pulsed
dye laser to about 220 mJ, 6.5 ns with a bandwidth of 90–95 MHz. This pulsed
laser output is frequency doubled (100 mJ, 292 nm) and then upconverted to
58.4 nm at the 5th harmonic in a C2H2 or N2 pulsed gas jet. A crossed beam
setup with a pulsed and skimmed supersonically expanding He jet was used
to reduce Doppler width, the skimmer geometries have been optimized for a
symmetric Doppler broadened profile. Excited atoms are ionised by the UV
light and detected in a time of flight setup. The XUVbandwidth is assessed by
use of a chirp measurement setup, and determined to be about 250 MHz, due
to the fact that the chirp was measured the actual uncertainty in the spec-
troscopy due to chirp is only about 10 MHz.

The main results are the 1s2 1S0 – 1s2p 1P1 transition frequency (5 130
495 083(45) MHz) of the 4He isotope. Together with the already very accur-
ately determined isotope shift for 3He (263 410(7) MHz) [355], this yields an
improved value of the transition frequency of that isotope as well. Together
with theoretical values from Drake [362] for 4He and from a private commu-
nication with Drake for the theoretical values of the isotope shift, the ground
state energy (198 310.6672(15) cm-1) can be derived which includes the im-
proved value for the Bethe logarithm of Baker [361].

Corrected value, 1997 [87]a

An improved and corrected value of the ionisation energyhas beenderived by
taking a recent theoretical value (2.7175771929(13)× 104 cm-1) for the upper
state from Yerokhin [88]. A correction for a missing recoil shift [155] of -14.6
MHz to the transition frequencyhas been applied aswell. The total correction
to the original ionisation energy is -21.9 MHz.
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S. D. Bergeson et. al., 1998 [282]

Bergeson measures the 11S – 21S transition at 120 nm, and makes use of a
Ti:Sapphire laser to seed a pulsed dye amplifier. The pulses are doubled in
frequency twice and then upconverted further via a three-wave mixing pro-
cess in a gas cell. The pulse length at 120 nm is estimated to be 3 ns. The
spectroscopy setup is of a crossed beam type, where the 120 nm radiation is
focused into the (pulsed?) helium jet, retro-reflected and refocused in the in-
teraction area. Important details of this setup are not given, namely how the
atomic beam has been skimmed, and how accurate the angular alignment
has been. The angle between the incoming and retro-reflected beams is of
importance as well as the difference in focal conditions, because any error
in it can lead to a systematic Doppler shift despite the use of a two-photon
transition.

The main result is a first direct measurement of the 11S – 21S transition
frequency of 4 984 872 315(48) MHz.

The width of the measured transition has been attributed to the line-
width of the laser combined with frequency chirp present in the pulses, al-
though part of this width can come from Doppler effects. Contrary to what
the authors believed at that time, the two-photon excitation method used
does not completely excludeDoppler shifts or broadening. Anymisalignment
of the two counter-propagating beams will lead to a Doppler shift when an
atomic beam is used. Those residual Doppler effects were overlooked and not
evaluated., and are most probably the cause of the large deviation (∼ 3σ) of
the ionisation potential from the result of Kandula [155].

D. Z. Kandula, 2010 [155]

This measurement is treated in chapter 6 of this thesis. The individual mea-
surements of the transition frequencies result in a comparison with the
ground state in Fig 3. of [155] and are given in table B.2. The ground state
energy is compared with the theoretical value (198 310.665 1(12) cm-1 corres-
ponding to 5 945 204 174(36) MHz) from Yerokhin [88]. The upper state en-
ergies for the transition frequency calculation are taken from Morton [288].
The 1s4p upper state energy is 204 397 210.76(2)MHz and the 1s5p upper state
energy is 130 955 541.84(1) MHz.

The obtained transition frequencies are weighted averages where the
measurement sessionswere treated as independent probability distributions.
After rounding the values published in [178] are obtained. For the ground
state energy calculation, the upper state energies were added to the indi-
vidual measurements and a weighted average was calculated over all values
giving a ground state energy of 5945204212.139841 MHz with a statistical er-
ror of 3.688967MHz (Table I of [155]) which are rounded according to the total
error.
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date frep transition frequency standard deviation
(MHz) (MHz) (MHz)

31 March 2009 148.24 5740806993.723802 9.627609

26 March 2009 148.24 5814248670.832916 10.354866
8 April 2009 100.75 5814248669.606191 9.521412
15 April 2009 121.53 5814248672.143160 8.623418
20 April 2009 111.28 5814248670.951601 8.592003
5 June 2009 184.83 5814248695.833862 12.583185
8 June 2009 184.84 5814248668.375237 24.795339
11 June 2009 148.54 5814248655.916435 11.622794

average — 5814248671.617290 3.993772

Table B.2: Individual transition frequencies as found in Fig. 3 of Kandula [155]. The top section
represents the measurement on the 1s2 1S0 – 1s4p 1P1 transition, the bottom section those on the
1s2 1S0 – 1s5p 1P1 transition. The last line of the bottom section gives the average for the transition

frequency calculated from the table.

D. Z. Kandula, 2011 [178]
This publication describes in greater detail the experimental procedures and
analysis of systematic effects involved in the spectroscpy of Kandula [155].

B.3.2 3Helium measurements
Only a few measurements of the 3helium groundstate have been performed.
The main importance lies in the possibility to determine the scaling proper-
ties of QED calculations, although calculations become more difficult due to
hyperfine splitting of the energy levels. Table B.3 presents these measured
values.

G. Herzberg, 1958 [351]
This is the first measurement of the groundstate energy of 3helium derived
froma series limit determined from transitions excited from the groundstate.
This makes it possible for the first time to accurately compare theory and
measurement for the isotope shift in helium and the ground state energy.

K. S. E. Eikema et. al., 1996 [355]
An important measurement of the 1s2 1S0 – 1s2p 1P1 transitions in 3He and
4He, determines a new value for the isotope shift after the measurement of
Herzberg almost 40 years back. The measurement sets a new limit to test the
accuracy of QED theory.

The main results are the 1s2 1S0 – 1s2p 1P1 transition frequency (5 130 495
040(175) MHz) of the 4He isotope. Together with the already very accurately
determined isotope shift for 3He (263 410(7) MHz) this yields an improved
value of the 1s2 1S0 – 1s2p 1P1 transition frequency of 3He of 5 130 231 630(175)
MHz.



160 B. A historical overview of the ionisation energy of helium

r e
fe
re
nc

e
pu

bl
ish

ed
un

ce
rt
ai
nt
y

un
it

ty
pe

fr
eq

ue
nc

y
(H

z)
re
m
ar
ks

va
lu
e

He
rz
be

rg
,1
95
8
[3
51
]

19
83
00
.3

0.
15

cm
-1

Se
rie

sl
im

it
5.
94
48
93
4(
44
)×

10
15

Ei
ke
m
a,
19
96

[3
55
]

51
30
23
16
30

17
5

M
Hz

Li
ne

+t
he

or
y

5.
94
48
90
67
3(
17
5)
×

10
15

io
ni
sa
tio

n
po

te
nt
ia
ln

ot
in

ar
tic

le
Ei
ke
m
a,
19
97

[8
7]

19
83
01
.8
80
8

0.
00
15

cm
-1

Li
ne

+t
he

or
y

5.
94
49
40
82
71
(4
49
)×

10
15

Co
nt
ai
ns

an
er
ro
r,
se
e
te
xt

Ei
ke
m
a,
19
97

[8
7]
a

59
44
89
07
11

45
M
Hz

Li
ne

+t
he

or
y

5.
94
48
90
71
1(
45
)×

10
15

Co
rr
ec
te
d

by
Ei
ke
m
a

an
d

Pi
nk

er
t

T a
bl
e
B.
3:

M
ea
su
re
d

3 h
el
iu
m

io
ni
sa
tio

n
en

er
gi
es
.
An

ex
pl
an

at
io
n
fo
r
th
e
co
lu
m
ns

is
fo
un

d
in

Se
c.
B.
3.

re
fe
re
nc

e
pu

bl
ish

ed
un

ce
rt
ai
nt
y

un
it

ty
pe

fr
eq

ue
nc

y
(H

z)
re
m
ar
ks

va
lu
e

Ke
lln

er
,1
92
7
[3
49
]

23
.7
50

0.
00
1

V
Sc
hr
öd

in
ge
re

qu
at
io
n

5.
74
27
2(
24
)×

10
15

Sl
at
er
,1
92
7
[3
64
]

24
.3
5

0.
01

V
Sc
hr
öd

in
ge
re

qu
at
io
n

5.
88
78
(2
4)
×

10
15

Hy
lle

ra
as
,1
92
9
[2
01
]

-1
.4
51
62

—
4R

h
Sc
hr
öd

in
ge
re

qu
at
io
n

5.
94
30
33
(1
31
)×

10
15

w
he

re
h
=

c,
th
e
sp
ee
d
of

lig
ht

Ka
bi
r,
19
57

[3
65
]

19
83
10
.3
5

0.
2

cm
-1

Sc
hr
öd

in
ge
re

qu
at
io
n

5.
94
51
94
72
(5
99
)×

10
15

Su
ch

er
,1
95
8
[3
66
]

19
83
10
.3
1

—
cm

-1
QE

D
5.
94
51
93
52
(2
9)
×

10
15

Dr
ak
e,
19
99

[3
67
]

59
45
20
42
25
.9

91
.1

M
Hz

QE
D

5.
94
52
04
22
59
0(
91
10
)×

10
15

Ko
ro
bo

v,
20
01

[3
68
]

59
45
20
42
23

42
M
Hz

QE
D

5.
94
52
04
22
30
(4
20
)×

10
15

Pa
ch

uc
ki
,2
00
6
[2
06
]

59
45
20
41
74

36
M
Hz

QE
D

5.
94
52
04
17
40
(3
60
)×

10
15

Dr
ak
e,
20
08

[2
03
]

59
45
20
41
75

36
M
Hz

QE
D

5.
94
52
04
17
50
(3
60
)×

10
15

Ye
ro
kh

in
,2
01
0
[8
8]

19
83
10
.6
65
1

0.
00
12

cm
-1

QE
D

5.
94
52
04
17
37
(3
59
)×

10
15

Ta
bl
e
B.
4:

Ca
lc
ul
at
ed

4 h
el
iu
m

io
ni
sa
tio

n
en

er
gi
es
.
An

ex
pl
an

at
io
n
fo
r
th
e
co
lu
m
ns

is
fo
un

d
in

Se
c.
B.
3.



B.4. Graphical representations of the ionisation potential history 161

The isotope shift for 3He and 4Hewas calculated byDrake in a private com-
munication to be 263411.24(10.00)MHz. In this private communication Drake
further gives an extrapolation equation for small deviations of the nuclear
charge radius R of 3He around 1.95 fm as ΔE = 263 411.24(10) + 41.145(R −
1.95) MHz. In addition a table with contributions to the isotope shift was
communicated. The error of 10 MHz in these comes from the EL1 term in the
ground state energy isotope shift.

An ionisation energy, not found in the article, for 3He is now calculated
analogue to that of 4He. For the upper state energy of 4He the value from
Drake [362] (814 709 152.36(1.8)MHz) is taken. This value is corrected for the
isotope shift for the upper state given in the private communication
(50 108.921 MHz). The upper state energy of 3He then becomes
814 659 043.439(1.8)MHz. The ionisation energy is calculated by adding the
upper state value to the transition frequency and is 5 944 890 673(175)MHz.

K.S.E.Eikema et. al., 1997 [87]
A new measurement of the 4He 1s2 1S0 – 1s2p 1P1 transition. The value of the
ionisation potential for 3He is calculated by use of the isotope shift measure-
ment of Eikema [355].

K.S.E.Eikema et. al., 1997 [87]a
In [87] the isotope shift measurement is used to calculate the ionisation po-
tential for 3He from the value of 4He. However, due to an unfortunate com-
bination of circumstances the excited state isotope shift was not included
(private communication with K. S. E. Eikema), leading to an error of nearly
a wavenumber. In addition the differential recoil shift is included here.

The correct 3He ground state ionisation energy derived from the mea-
surements is calculated here. For the upper state (1s2p 1P1) energy of 4He the
value from Drake [362] (814709152.36(1.8) MHz) is taken. We need to correct
this value for the isotope shift of the upper state given in the private com-
munication (see appendix C) with Drake (50108.921 MHz). The upper state
energy of 3He then becomes (814659043.439(1.8) MHz). The 3He 1s2 1S0 – 1s2p
1P1 transition frequency (5 130 231 668(45) MHz) is calculated from the 4He
transition frequency (5 130 495 083(45) MHz) by subtracting the measured
isotope shift (263 410(7) MHz) and the differential recoil shift (4.8 MHz, 4He
14.6 MHz, 3He 19.4 MHz). The ionisation energy of 3He is then calculated by
adding the upper state energy, resulting in 5 944 890 711(45) MHz.

B.4 Graphical representations of the ionisation potential
history

The experimental data from the previous sections is graphically represented
in two figures (Fig. B.1 and B.2). Only 4helium results are shown because that
presents themost complete data and gives the best indication of the accuracy
that has been obtained.
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Parallel to the experiments, also the theoretical values for the ionisation
potential have improved dramatically over the years. It is beyond the scope
of this thesis to give a full overview, but the main results are compiled in
Table B.4. The theoretical accuracy (expressed as a fraction) is included as
well in Fig. B.1 and B.2 for a comparison.

10-10

10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

 1920  1930  1940  1950  1960  1970  1980  1990  2000  2010

R
el

at
iv

e 
ac

cu
ra

cy

Year

V
o

lt
ag

e 
m

ea
su

re
m

en
t

C
la

ss
ic

al
 s

p
ec

tr
o

sc
o

p
y

La
se

r 
sp

ec
tr

o
sc

o
p

y

Fr
eq

u
en

cy
 c

o
m

b
 s

p
ec

tr
o

sc
o

p
y

Figure B.1: Graphical representation of the projected accuracy for measurement and theory over
the past centennium. In blue the measurement accuracy of the various experiments, in red the

(estimated) accuracy of the calculations of the ground state energy of helium.

Figure B.1 presents the accuracy of the measurements over the past cen-
tennium. First it is seen that there are two periods with a remarkable im-
provement of themeasurement accuracy in the XUV energy region. The first
rapid improvement happened when Lyman started observing XUV spectra of
helium in 1924. This improves the accuracy with approximately three orders
of magnitude over the voltage measurement from Franck [347]. The Landolt-
Börstein tabellen present a value with a resolution of∼ 2 × 10−6 already in
1923, however, the value is off by∼ 3 × 10−2.

The next big improvement in measurement accuracy comes with the ad-
vent of pulsed XUV laser systems. This time the accuracy improves by ap-
proximately an order ofmagnitude each successive improvement cycle of the
laser system, which reaches it’s limit at about 45 MHz accuracy. The latest
generation experiments use a frequency comb to increase the measurement
accuracy even further. Based on amplification of two frequency comb laser
pulses (as described in this thesis in Chapter 6) an accuracy of 6 MHz has
been achieved. Further progress using the so called “Ramsey-comb” method
is expected to improve the accuracy to the kHz level, which would mean an
unprecedented relative accuracy of 10-12 (or better) in the XUV.

Figure B.2 present the most recent measurement and theory results in a
linear graph. The current best theoretical value for the ground state energy
fromYerokhin [88] has been used as a reference. Interestingly the theoretical
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Figure B.2: Graphical representation of the ground state energy in the laser spectroscopy era. In
blue (solid circle) the original published valueswith their error bar are shown for the various exper-
iments. The black open circles represent corrected values as given in the tables. In red the values
of calculations of the ground state energy of helium are shown. The errorbox on the theory values

indicates that the given uncertainty is an estimation.

results from Drake and Korobov are closer to the current measurement value
than the more recent calculations from Pachucki and Yerokhin. The shifts
in earlier measurement values are mainly due to use of a more recent upper
state energy value and inclusion of the recoil shift.

B.5 Conclusion
The historical overview presented in this appendix is far from complete, and
only the beginning of an full account of the measurements and theory de-
velopment involving the ground state of helium. However, already from the
current overview it is clear that great progress has beenmade over the almost
100 years that spectroscopy on helium has been performed. It is the intent
of the author of this thesis to make a more complete review of helium and its
spectroscopy in the future. Therefore any comments, corrections or other
information of interest on this subject is highly appreciated. I would also like
to thank Jeroen Koelemeij for allowing me the time to work on this overview.





C. Private communication G. W. F. Drake

In this appendix the copy of the private communication of Gordon Drake to
Wim Vassen from the archive of the latter, is reproduced with kind permis-
sion of both. This is the private communication that is refered to as reference
14 of Eikema [355] and reference 16 of Eikema [87]. The handwriting is ofWim
Vassen. It is to be noted that this document is purely reproduced for it’s his-
torical value. Calculations on QED have improved since 1994, especially due
to improved methods for calculation of the Bethe logarithm (see e.g. [369]).
Also take in mind that CODATA values may have changed since then.
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Summary

The basis of this thesis are frequency comb lasers, either as an essential part
of the experiments or as the experiment themselves. Frequency comb lasers
allow a tight link between optical and rf frequencies. In this way, optical
frequencies can be measured with the accuracy of the best available clocks.
This has enabled a variety of applications, includingprecision spectroscopyof
atoms and molecules for tests of fundamental physics or other purposes, op-
tical atomic clocks, and physics on attosecond time scales. Frequency comb
lasers in our lab allow absolute optical frequency measurements with a re-
lative uncertainty of about 10−12, determined by the precision of the main
frequency standard in the lab, a GPS referenced rubidium atomic clock.

The first three introductory chapters of this thesis describe the theory
needed to understand the later parts of this thesis. This includes theory about
frequency stabilitymeasurements, the principles of optical frequency combs,
high-order harmonic generation and atomic spectroscopy. It also treats the
development and testing of short-termnarrow linewidth diode lasers, optical
fibre amplifiers, optical fibre coupled beat units and direct digital synthesizer
units.

In Ch. 4 is described how hybridly mode-locked quantum dot semicon-
ductor lasers, produced at the TUE, were injected with CW laser light. The
injected light ismodulated in themicrowave-driven saturable absorption sec-
tion of the quantumdot laser, thereby forming a frequency comb that is amp-
lified in the lasermedium. In thismanner aminiature frequency comb gener-
ator was realised. A characterisation of these devices reveals that the quan-
tum dot laser material is suitable for accurate, narrow linewidth (100 kHz)
frequency comb generation.

Chapter 5 forms an introduction to the work in Ch. 6, which describes
high resolution spectroscopy in the XUV performed on transitions from the
ground state of helium. Spectroscopy on helium is of interest because it of-
fers a test of quantum electrodynamic (QED) theory. After hydrogen, helium
is the next more complex atomwhere QED can be tested, including electron–
electron effects. Theoretically bound state QED effects are usually formulated
as a power series of α, the fine structure constant, and Z, the nuclear charge.
Because convergence of this power series is not proven, experimental verific-
ation of the calculations is vital for further developments of theoretical ap-
proaches to many-body QED calculations. The high resolution spectroscopy
on helium was performed with an amplified frequency comb laser, using the
Ramsey excitation scheme. We have determined the ground state energy of
helium, which is most influenced by QED effects, to be h × 5 945 204 212(6)
MHz. The experimental determination of this energy is now six times more
precise than the value provided by theory, which calls for a better theoretical
calculation.
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Finally, the components described in Ch. 3 are used in Ch. 7 to perform
experiments on the frequency transfer stability of a 2× 298 km optical fibre
link between Amsterdam and Groningen. Relative frequency deviations ad-
ded by the link to a continuous wave laser frequency, mainly due to temper-
ature fluctuations of the optical fibre, are at the level of 10−13. This enables
a direct comparison of the two rubidium standards at the VU LaserLaB and
the Van Swinderen Institute. An attempt wasmade to improve the frequency
transfer by means of a simple soil temperature model together with the tem-
perature measurements of KNMI at the Cabauw site. Although no improve-
ment was seen, the model can be used to predict the order of magnitude of
the maximum expected frequency deviations on optical fibre links without
active length stabilisation.



Samenvatting

Het fundament van dit proefschrift wordt gevormd door frequentiekamla-
sers, dan wel als essentieel onderdeel van de experimenten, dan wel als on-
derwerp van het experiment zelf. Frequentiekamlasers maken een precieze
verbinding tussen optische en rf frequenties mogelijk. Op die manier kun-
nen optische frequenties met de nauwkeurigheid van de beste atoomklokken
worden gemeten. Dit heeft een spectra aan toepassingen mogelijk gemaakt,
waaronder precisie spectroscopie aan atomen en moleculen voor het testen
van fundamentele natuurkunde of andere doeleinden, optische atoomklok-
ken, en natuurkunde op de tijdschaal van een attoseconde. Frequentiekamla-
sers in ons laboratoriummaken het meten van absolute optische frequenties
mogelijk met een relatieve nauwkeurigheid van 10−12, bepaald door de pre-
cizie van de belangrijkste frequentiestandaard in het laboratorium, een aan
het GPS gerefereerde rubidium atoomklok.
De eerste drie introductiehoofdstukken van dit proefschrift beschrijven de
noodzakelijke theorie om de latere hoofdstukken te kunnen begrijpen. Hier-
bij inbegrepen zijn theorie over metingen aan frequentiestabiliteit, de prin-
cipes van optische frequentiekammen, hogere orde harmonische generatie
en atoomspectroscopie. Ook behandelen zij het ontwikkelen en testen van
op korte tijdschalen smalbandige diodelasers, optische glasvezelversterkers,
glasvezelgekoppelde optische heterodyne mengeenheden en direct digitale
synthese eenheden.
In Hoofdstuk 4 wordt beschreven hoe hybride modengekoppelde kwantum-
punthalfgeleiderlasers, geproduceerd aan de TUE, met continu laserlicht
werden geïnjecteerd. Het geïnjecteerde licht wordt door de microgolfgedre-
ven verzadigbare absorptiesectie van de kwantumpunt laser gemoduleerd,
hetgeen de vorming van een frequentiekam ten gevolge heeft die wordt ver-
sterkt in het lasermedium. Op deze manier werd een miniatuur frequentie-
kamgenerator gerealiseerd. Een karakterisatie van deze apparaten laat zien
dat het kwantumpunt medium geschikt is voor het genereren van nauwkeu-
rige, smalbandige (100 kHz) frequentiekamgeneratie.
Hoofdstuk 5 vormt een inleiding op het werk van Hoofdstuk 6, alwaar hoge
resolutie spectroscopie in het XUVopovergangen vanuit de grondtoestand in
heliumwordt beschreven. Spectroscopie aan helium is van belang omdat het
een test van de Kwantum Elektrodynamische (KED) theorie mogelijk maakt.
Na waterstof is helium het volgende iets complexere atoom waar KED kan
worden getest, inclusief de elektron–elektron effecten. In de theorie worden
gebonden KED effecten normaliter geformuleerd als een machtreeks van α,
de fijnstructuurconstante, en Z, de kernlading. Omdat de convergentie van
deze machtreeks niet is bewezen, is experimentele verificatie van de bereke-
ningen vitaal voor het verder ontwikkelen van theoretische methoden voor
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meerdeeltjes KED berekeningen. De hoge-resolutie spectroscopie aan helium
is uitgevoerd met behulp van een versterkte frequentiekamlaser, waarbij de
Ramsey excitatiemethodewerd gebruikt. Wehebbende grondtoestandsener-
gie van helium, die het meest beïnvloed wordt door KED effecten, bepaald op
h×5 945 204 212(6)MHz. De experimentele bepaling is nu zesmaal nauwkeu-
riger dan de theoretische waarde, hetgeen vraagt om een betere theoretische
berekening.
Als laatsteworden de onderdelen die zijn beschreven inHoofdstuk 3, gebruikt
in Hoofdstuk 7 om de frequentieoverdrachtsstabiliteit van een 2 × 298 km
optische glasvezelverbinding tussen Amsterdam en Groningen te onderzoe-
ken. De door de verbinding toegevoegde relatieve frequentieafwijkingen aan
een continuegolf laserfrequentie, met name door temperatuursveranderin-
gen van de glasvezel, zijn in de orde van grootte van 10−13. Dit maakt een di-
recte vergelijking van de twee rubidium standaarden in het VU LaserLaB en
het Van Swinderen Instituut mogelijk. Er werd een poging ondernomen om
de frequentieoverdracht te verbeteren door de toepassing van een eenvoudig
grondtemperatuurmodel samen met de grondtemperatuurmetingen van het
KNMI op de Cabauw locatie. Ondanks dat geen verbetering werd gezien kan
het model gebruikt worden om de grootteorde van de maximaal te verwach-
ten frequentieafwijkingen op optische glasvezelverbindingen zonder actieve
lengtecompensatie te voorspellen.
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